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Introduction VCAS Certification Program 



Course Prerequisites: •



Successful completion of VCAS Platform course (online) incl. examination
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Introduction Topics Covered In This Course 1) VCAS For IPTV Application Overview 2) VCAS For IPTV System Architecture 3) ViewRight Clients 4) Understanding Encryption / Decryption 5) VCAS Licensing 6) System Configuration 7) System Operations 8) VCP – VCAS Customer Profiler 9) Redundancy and Scalability 10)System Upgrade 11)Troubleshooting 12)Course Survey 13)Final Exam (60 questions, 80% pass/fail)
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Introduction Course Objectives 



Course Objectives: •



Understand VCAS For IPTV applications



•



Understand encryption / decryption, key handling



•



Design, install, configure and operate a VCAS For IPTV system



•



Learn to troubleshoot a VCAS For IPTV system



•



Learn how to design a redundant VCAS For IPTV system and accommodate system growth







Course Pre-requisites: •



VCAS Platform course (online)
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Lesson 1 VCAS For IPTV Application Overview
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VCAS For IPTV Application Overview Modular System Architecture VCAS Head-end (VCAS Single Security Authority)



Video Head-end



Delivery Networks



ViewRight IPTV STB



Linear Content Entitlements SMS/ DB Middleware



Broadcast CSM (DVB One-way)



Key & control data



Simulcrypt Multiplexers Scramblers Modulators



IP CSM (IPTV and Broadcast Hybrid) Operator Management Interface



Entitlements Database



RF Broadcast Network



ViewRight Web Connected TV/STB



ViewRight Web PC/Mac Managed IP Network



Adaptive CSM + Apple FPS (HLS / DASH) PlayReady (Smooth Streaming / DASH)



ViewRight and VideoMark Clients



IP Path



ViewRight Web iOS / Android



Key & control data ABR Encoders



Encryptors VOD Servers



Internet/Broadband



Widevine (DASH) On-demand Content VideoMark Payload Manager (Watermarking)



Mobile 3G/4G



ViewRight Gateway



3rd Party Players and DRM Environments (PlayReady and Widevine)



Red indicates the elements covered in this course
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VCAS For IPTV Application Overview Types Of IPTV Applications 



Which are the main applications for the VCAS For IPTV product line? • 1) IPTV with RTES (Real Time Encryption Server) • • • •



2-way IP connectivity to the client Linear broadcast encryption with RTES (Multicast streams) VoD functionality IPTV client devices



• 2) IPTV MultiCAS with VECMG (Verimatrix ECM Generator) and mux • • • •



2-way IP connectivity to the client Linear broadcast encryption via 3rd party mux and VECMG (Simulcrypt) VoD functionality IPTV client devices



• 3) IP Hybrid with VECMG (Verimatrix ECM Generator) and mux • • • • •



Downstream via MPTS video (Cable TV, Satellite TV) Upstream IP connectivity (e.g. via cable modem) Linear broadcast encryption via 3rd party mux and VECMG (Simulcrypt) VoD functionality IP Hybrid client devices
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VCAS For IPTV Application Overview IPTV With RTES



VoD assets



Subscriber Mgmt / Middleware/Billing Server



VEM (VPP, VRUN)



OMI Services (WSE)



VoD server



CSM (including EMM Spooler)



Unicast Video



IPTV Client Devices (ViewRight)



OOB EMM delivery



IPTV Network Database



Multicast Video



Linear Broadcast



RTES



Elements in green are Verimatrix products
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VCAS For IPTV Application Overview IPTV With RTES 



Distinctive VCAS servers for:     







Clients    







CSM (Content Security Manager) - Core services for key generation, certificate handling, EMM generation OMI (Operator Management Interface) - Unified SOAP interface to 3rd parties (OMI), web services (WSE) Database (Oracle stand-alone, DataGuard, or RAC) VEM (Verimatrix Encryption Manager), optional VRUN for automatic asset ingest - VoD asset encryption RTES (Real Time Encryption Server) - Encryption of live broadcast streams, multicast output



STBs with Verimatrix ViewRight client Connected TVs with Verimatrix ViewRight client PCs with ViewRight Desktop Clients don’t require a smart card or any other hardware security device



Network  



Managed IPTV network IP Multicast streams for broadcast delivery, IP Unicast streams for VoD delivery 2016 Verimatrix, Inc. - Company Confidential
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VCAS For IPTV Application Overview IPTV MultiCAS With VECMG And Mux



VoD assets



VEM (VPP, VRUN)



Subscriber Mgmt / Middleware/Billing Server



OMI Services (WSE)



VoD server



CSM (Including EMM Spooler)



Unicast Video



IPTV Client Devices (ViewRight)



OOB EMM delivery



IPTV Network Database



MultiCAS/IP (VECMG)



Elements in green are Verimatrix products



Linear Broadcast
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Multicast Video



ECMs via Simulcrypt



IP Multiplexer/ Scrambler
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VCAS For IPTV Application Overview IPTV MultiCAS With VECMG And Mux 



Distinctive VCAS servers for:     







Clients   







CSM (Content Security Manager) - Core services for key generation, certificate handling, EMM generation OMI (Operator Management Interface) - Unified SOAP interface to 3rd parties, web services (WSE) Database (Oracle stand-alone, DataGuard, or RAC) VEM (Verimatrix Encryption Manager), optional VRUN for automatic asset ingest - VoD asset encryption VECMG (Verimatrix ECM Generator) for broadcast encryption, use of an external mux/scrambler, connected via Simulcrypt. Broadcast streams encrypted by scrambler/mux, with keys and ECMs generated by VECMG



STBs with Verimatrix ViewRight client Connected TVs with Verimatrix ViewRight client Clients don’t require a smart card or any other hardware security device



Network  



Managed IPTV network IP Multicast streams for broadcast delivery generated by mux/scrambler, IP Unicast streams for VoD delivery 2016 Verimatrix, Inc. - Company Confidential
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VCAS For IPTV Application Overview IP Hybrid With VECMG And Mux



VoD assets



VEM (VPP, VRUN)



VoD server



Unicast Video



IPTV Client Devices (ViewRight)



IP Network



Subscriber Mgmt / Middleware/Billing Server



OMI Services (WSE)



CSM (Including EMM Spooler)



Database



Elements in green are Verimatrix products



Linear Broadcast



MultiCAS/IP (VECMG And EMMG) ECMs and EMMs via Simulcrypt



IP Multiplexer/ Scrambler
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VCAS For IPTV Application Overview IP Hybrid With VECMG And Mux IP Hybrid (IP/DVB)  







Same distinctive VCAS servers as in IPTV MultiCAS application EMMs and ECMs delivered via Simulcrypt - VECMG (Verimatrix ECM Generator) for ECM generation - Use of an external mux/scrambler, connected via Simulcrypt Linear broadcast delivered over RF network, VoD and key management over IP



Clients   



IP Hybrid STBs with Verimatrix ViewRight client 2 way IP connectivity and DVB support Clients don’t require a smart card or any other hardware security device



Network   



MPTS (Multi Protocol Transport Stream) video over RF (Cable, Satellite, Terrestrial) for downstream VoD over IP IP connectivity present (Cable or DSL modem used in most cases)
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Lesson 2 System Architecture
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System Architecture Modular System Architecture 







VCAS software consists of modules 



These modules make up a server role (i.e. CSM, VEM, RTES, OMI) - Flexibility in enabling different modules on each server - Designed for scalability and redundancy







Controlled by VCM (Verimatrix Control Monitor) - VCM monitors each module, and is used to start/stop each service - VCM provides status information of each module



Common modules and application modules 



Common modules run on each server - VCM (Verimatrix Control Monitor) - VLS (Verimatrix Logging Server) -> Log collection and management







Application modules specify the server role - One or more application modules are enabled on each server and define the server’s main functionality - Customizable for the desired application, scalability and redundancy
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System Architecture Example Of Server Roles And Modules



CSM Content Security Manager VCA



VKS



Application Modules



VPP



VRUN



VCM



Common Modules



VLS



VCM



VCI VLS



Server Role



VEM Verimatrix Encryption Manager
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System Architecture Typical Server Roles And Modules CSM Content Security Manager VCA



OMI VEM Operator Management Verimatrix Encryption Interface Manager



RTES Real Time Encryption Server



VKS



WSE



VSA



VPP



VRUN



RTES



VCM



VLS



VCM



VLS



VCM



VLS



VECMG Verimatrix ECM Generator VECMG



VCI VLS







VCM



Database



Database VLS



VCM



Encryption of VoD assets



RTES and VECMG 







Provides SOAP interface to 3rd party application



VEM (Verimatrix Encryption Manager) 







Provides core VCAS functionality



OMI (Operator Management Interface) 







VLS



CSM (Content Security Manager) 







VCM



Encryption of linear broadcast streams



Database 



Oracle stand-alone, DataGuard, or RAC 2016 Verimatrix, Inc. - Company Confidential
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System Architecture CSM – Content Security Manager 



Provides Core Services of the VCAS System 







Typically hosts the following application modules: - VCI (Verimatrix Client Interface) - VKS (Verimatrix Key Server) - VCA (Verimatrix Certificate Authority) Always hosts the following common modules: - VCM (Verimatrix Control Monitor) - VLS (Verimatrix Logging Server)



CSM VKS VCA VKS VCI VLS VCM VCM







For scalability and redundancy, multiple CSMs can be in a pool behind a load balancer







Real-time key distribution for the full spectrum of content services







Protects communications between: - Head-end system and authenticated clients (STBs/PCs) in subscriber households - VCAS subsystem modules
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System Architecture CSM: VCI – Verimatrix Client Interface CSM VCA



VKS



VCI VLS







VCM



VCI – Verimatrix Client Interface 



VCI proxies all requests between client devices and CSM server  Provides a single point of communication for all client requests to the VCAS server.  Provides configuration file to clients when boot server is used  Client device gets local VKS address from VCI, then pushes all broadcast key requests to this ‘local’ VKS address.  Uses ports 12697 (VCI to client) and 12698 (Client to VCI)  Uses ports 12686 and 12687 (Boot requests)
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System Architecture CSM: VKS – Verimatrix Key Server CSM VCA



VKS



VCI VLS







VCM



VKS – Verimatrix Key Server 



VKS generates keys for linear broadcast channels  Sends broadcast keys directly to the STB (this is the only communication which is not handled by VCI). Uses ports 12699 and 12700  Controls key expiration  If VKS loses connection to the database, it continues to use the last-known keys, even if they are expired  Performs live entitlements queries with the Oracle Database before handing keys to clients
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System Architecture CSM: VCA – Verimatrix Certificate Authority CSM VCA



VKS



VCI VLS







VCM



VCA – Verimatrix Certificate Authority 



VCA      



manages the creation and maintenance of all PKI certificates Issues new certificates to client devices Stores client certificates in VCAS database Responsible for certificate revocation to disable specific devices Acts as the root Certificate Authority in a PKI hierarchy Uses X.509 certificates to validate and authorize all clients and content Prevents rogue services from interfering with VCAS operation
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System Architecture VLS – Verimatrix Logging Server CSM VCA



VKS



VCI VLS







VLS – Verimatrix Logging Server 







VCM



VLS    



centralizes log management for all application events and errors Manages log rotation, log file size and log duration Records log messages from all VCAS server modules via UDP port 2020 Error level can be customized for maximum or minimum details All logs are stored in /var/log/vmlog



VLS is a common module, it is installed on each VCAS server (e.g. CSM, OMI, RTES, VECMG, VEM)
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System Architecture VCM – Verimatrix Control Monitor CSM VCA



VKS



VCI VLS







VCM – Verimatrix Control Monitor 







VCM



VCM manages all VCAS services on a server  Starts, monitors, stops, and automatically restarts other VCAS modules in an orderly manner  It is configurable to determine which VCAS modules should be started  Provides application parameters, location, and restart information.  Displays version information for each module



VCM is a common module, it is installed on each VCAS server (e.g. CSM, OMI, RTES, VECMG, VEM)
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System Architecture OMI – Operator Management Interface 



Provides Database Services and single web services interface for integration with 3rd party systems 











Always hosts the following application modules: - WSE (Web Services Engine) - VSA (Verimatrix Soap Agent) Always hosts the following common modules: - VCM (Verimatrix Control Monitor) - VLS (Verimatrix Logging Server)



OMI WSE



VSA



VLS



VCM



Single Web Services interface (SOAP) to any 3rd party application (e.g. SMS / Middleware system)



VCAS For IPTV



Subscriber Management System



VCAS For DVB Entitlements(SOAP)



OMI VCAS For Internet TV VCAS MR PlayReady
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System Architecture OMI: WSE – Web Services Engine OMI







WSE



VSA



VLS



VCM



WSE



WSE – Web Services Engine 



WSE provides a single integration point for all 3rd party applications  Provides a secure, user authenticated interface for local and distributed system management  SOAP interface to SMS/Middleware systems to synchronize entitlements  SOAP interface to VoD systems for content ingestion  SOAP based API supports any programming language with SOAP support (C++, Java, .NET, PHP, ASP, JSP, ColdFusion, etc.) on any platform (Windows, Linux, Solaris, etc.)  Provides a web-based GUI (Graphical User Interface) to manage and control VoD, broadcast, clients, and administrative functions like licensing information and user administration  All GUI functions can also be driven from a 3rd party application via SOAP
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System Architecture OMI: VSA – Verimatrix Soap Agent OMI







WSE



VSA



VLS



VCM



VSA – Verimatrix Soap Agent 



VSA       



is an internal Soap agent Communicates with WSE Provides GUI functionality Involved in client revocation / authorization Distributes asset encryption requests to multiple VPPs Private interface (internal interface only, port 8093) Separate Tomcat server instance Is configured with jdbc.properties configuration file
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System Architecture OMI: Message Flow
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System Architecture OMI: Use Cases 



Key requests from IPTV clients with OMI enabled 1)



SMS sends subscriber, content, and entitlement information to OMI (SOAP interface)



2)



OMI populates VCAS database with information received from SMS



3)



IPTV client requests decryption key from CSM (VKS) in order to decrypt a VoD asset or live channel



4)



VKS checks database for ClientID and AssetID (entitlement)



5)



If the OMI lookup returns a positive result (client is entitled for asset), the decryption key is sent to the IPTV client, and the requested asset can be decrypted and watched If the OMI lookup returns a negative result (client is not entitled for asset), the key request is denied and an error is written into the log file (Verimatrix.log)
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System Architecture Database Database



Database VLS VCM







Database 



Provides database functions to all other VCAS modules  Verimatrix uses Oracle 11gR2 (11.2.0.3)  Communication between VCAS modules and Oracle through ODBC  Communication between 3rd party applications and Oracle through jdbc  Database architectures include Oracle standalone, Oracle Data Guard, Oracle RAC (details are covered in VCAS Platform Course)  VCAS Platform is installed on database servers, but no services are started  Database is always installed on dedicated servers (except in hospitality applications and lab systems)
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System Architecture OMI: Shared Database 



Shared Database 



A common database infrastructure can be used to provide database functions to all VCAS products  Each product has its own database schema  Communication between VCAS products and Oracle through ODBC and JDBC
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System Architecture VEM: Verimatrix Encryption Manager 



Provides asset encryption for VoD (Video on Demand) 







Typically hosts the following application modules: - VPP (Verimatrix Pre Processor) - VRUN (Verimatrix RUN) -> optional module Always hosts the following common modules: - VCM (Verimatrix Control Monitor) - VLS (Verimatrix Logging Server)



VEM VPP



VRUN



VLS



VCM







Provides an integrated and highly flexible mechanism to generate encrypted content files in preparation for VoD delivery







Manages offline encryption of video files before provisioning to VoD server
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System Architecture VEM: VPP – Verimatrix Pre Processor VEM VPP VRUN



VLS







VCM



VPP – Verimatrix Pre Processor 



Encrypts VoD assets  For each file, a unique set of encryption keys is generated  Configurable encryption percentage, independent control for audio and video  Movie file ingest via: - SOAP API - VRUN automated file ingestion (FTP, disk mount) - Manual through GUI  Encrypts any file, provided it is encapsulated with MPEG-2 TS  Flexible configuration to preserve key header fields in order to accommodate most VoD indexing servers (required for trick play functions)  Optional Verimatrix VideoMark insertion  Processes approx. 1GB/min on standard hardware (as defined in PROD-100 Server Appliance Specification)
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System Architecture VEM: VRUN - Verimatrix RUN VEM VPP VRUN



VLS







VCM



VRUN – Verimatrix RUN (optional module) 



Automated content ingestion and encryption  File based and automated ingestion, offers flexible configuration options in order to accommodate a large variety of ecosystems and unique customer requirements  VoD assets can be processed from local disk, SMB mount or NFS mount  VoD assets can be received and transferred via FTP, SFTP, or SCP  Uses VSFTP service for receiving assets for encryption  Custom process configurations are created using .cmd files. These ‘command bomb’ files are provided to enable the greatest amount of configuration flexibility for the needs of any given operator ecosystem.
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System Architecture RTES: Real Time Encryption Server 



Provides linear broadcast encryption 



Always hosts the following application modules: - RTES (Real Time Encryption Server)







Always hosts the following common modules: - VCM (Verimatrix Control Monitor) - VLS (Verimatrix Logging Server)



RTES RTES



VLS



VCM







Software-based stream formatting and video encryption application for IP based multi-channel broadcast







Key information and optional feature information are inserted within each stream in ECMs (Entitlement Control Message)







Each RTES server can handle up to 800 Mbit/s of aggregate throughput  Independent of stream rate per channel, only aggregate limit  Limit was 600 Mbit/sec prior to VCAS 3.7
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System Architecture RTES: Real Time Encryption Server RTES RTES



VLS







VCM



RTES – Real Time Encryption Server 



Real time encryption of linear broadcast streams  Encrypts IP multicast and unicast content in real-time  Multiple RTES servers can be clustered to allow for scaling to hundreds of simultaneous channels  Supports per-channel encryption configuration via GUI or SOAP API  Supports configurable key change interval and ECM insertion interval to allow operators to find the ideal performance to security ratio  Encrypts any stream independent of stream rate, resolution, etc., provided it is encapsulated with MPEG-2 TS  RTES works with VARC (Verimatrix Automatic Redundancy Controller) to offer redundant operation with automatic failover to ensure continuity of service  Supports IGMPv2 and IGMPv3, set to auto-negotiate



2016 Verimatrix, Inc. - Company Confidential



36



System Architecture VARC: Verimatrix Automatic Redundancy Controller VARC



RTES



RTES



VLS



VCM



RTES 1A Standby



VLS



RTES



VCM



RTES 1B Active



VLS



VCM



RTES 2A Active



VLS



VCM



RTES 2B Standby



RTES Cluster 2



RTES Cluster 1







RTES



VARC – Verimatrix Automatic Redundancy Controller 



Monitors all RTES servers and initiates automatic failover  VARC is installed on a dedicated server  Monitors streams, NIC cards and RTES processes via SNMP  Controls which RTES servers are active (streaming) and which RTES servers are standby  Has it’s own GUI 2016 Verimatrix, Inc. - Company Confidential
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System Architecture VECMG: Verimatrix ECM Generator 



Generates keys and ECMs for linear broadcast encryption via Simulcrypt 







Always hosts the following application modules: - VECMG (Verimatrix ECM Generator) Always hosts the following common modules: - VCM (Verimatrix Control Monitor) - VLS (Verimatrix Logging Server)



VECMG VECMG



VLS



VCM







Used in MultiCAS and IP Hybrid applications







Simulcrypt interface to 3rd party mux (MPEG Transport Stream scramblers)







CAS systems from different vendors can be connected to the same mux, so each channel can be encrypted by different CAS systems. Different ECMs from the different CAS systems will be embedded in the stream. STBs from provider A will be able to decrypt ECM A only, and will ignore all other ECMs. STBs from provider B will be able to decrypt ECM B only, and ignore all other ECMs
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System Architecture VECMG: Verimatrix ECM Generator VECMG



Clear streams Simulcrypt Interface



VECMG



Control Word Access Criteria ECM



VLS







IP Multiplexer/ Scrambler



Linear Broadcast



Encrypted streams incl. ECMs



VCM



VECMG – Verimatrix ECM Generator 



ECM generation for real time encryption of linear broadcast streams via 3rd party mux (Simulcrypt)  The VECMG module receives Control Words (CWs) and Access Criteria from the mux. It inserts this information into an ECM and encrypts the ECM with the Channel Key. Then it sends the ECMs to the mux for insertion into the transport stream  The keys used to encrypt the CWs are provided by VKS to VECMG, stored into the database, and distributed to authorized clients  The VECMG NEVER touches the actual video stream. It only functions to provide the ECM for insertion into the stream by the mux  Integrates high performance pay-TV head-end equipment with robust software-based content security  Supports DVB-CSA and AES encryption algorithms 2016 Verimatrix, Inc. - Company Confidential
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System Architecture Wholesale – Retail Modules 



Enables Wholesale/Retail application with seamless end-to-end encryption for VoD and linear broadcast 







Typically hosts the following application modules: - RSM (Remote Stream Manager) - RKE (Remote Key Extractor) Always hosts the following common modules: - VCM (Verimatrix Control Monitor) - VLS (Verimatrix Logging Server)



Wholesale Retail RSM



RKE



VLS



VCM







These modules can be hosted in a stand-alone server, or can be added to a CSM at a retail location







Keys are transferred in a secure way from a wholesale headend to a retail location, no intermediate decryption / re-encryption required
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System Architecture Wholesale – Retail IPTV Headend Wholesale



VEM Encrypted Broadcast Streams



RTES



CSM Retail A Key delivery



RKE RSM



Clients A Key delivery



CSM



Retail B Key delivery



RKE RSM



Clients B Key delivery



CSM Wholesale Retail N Key delivery



RKE RSM



Clients N Key delivery



CSM
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System Architecture Wholesale/Retail: RSM–Remote Stream Manager Wholesale Retail







RSM



RKE



VLS



VCM



RSM – Remote Stream Manager 



Secure delivery of broadcast channel keys to retail location  RSM provides headend operators the opportunity to capitalize on their investment by providing seamless end-to-end centrally encrypted broadcast to downstream IPTV retailers  RSM can be deployed in either a one-to-one or one-to-many architecture.  Encrypted streams are distributed to the downstream IPTV retailer preencrypted  RSM acts as a client to the headend, ingesting broadcast asset keys and making them available for local client use  RSM can be hosted on the retailer’s CSM or on a stand-alone server  Retailer can combine local broadcast streams (locally encrypted with RTES or VECMG) with streams from the remote headend
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System Architecture Wholesale/Retail: RKE–Remote Key Extractor Wholesale Retail







RSM



RKE



VLS



VCM



RKE – Remote Key Extractor 



Secure delivery of VoD keys to retail location  RKE provides headend operators the opportunity to capitalize on their investment by providing seamless end-to-end centrally encrypted VoD to downstream IPTV retailers  RKE can be deployed in either a one-to-one or one-to-many architecture.  Encrypted VoD assets are distributed to the downstream IPTV retailer preencrypted  RKE acts as a client to the headend site, ingesting VoD asset keys and making them available for local client use  RKE can be hosted on the retailer’s CSM or on a stand-alone server  Retailers can combine locally encrypted VoD assets with VoD assets from the remote headend
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System Architecture Optional Modules: EMMG And EMMSpooler CSM EMM Spooler



VLS







VCM



EMM Spooler 



Generates EMMs  Two ways of delivering EMMs to clients: - Out-Of-Band via IPTV network (EMMs sent via Multicast by EMM Spooler) - Inband via EMMG and Simulcrypt (next slide) -> This is ecosystem dependent  EMMs are used for signaling functions within the client software stack, such as on-screen messages and decryption key update/ expiration/removal.  EMMs are triggered via OMI messages. A client gets entitled for example to access a specific channel for a specific period of time (Pay Per View)  As an additional layer of security, an operator can employ an EMM function called heartbeat. If the client loses the heartbeat signal from the server, it will cease to function
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System Architecture Optional Modules: EMMG And EMMSpooler VECMG



Clear streams Simulcrypt Interface



VECMG EMMG



EMM Control Word ECM



VLS







Linear Broadcast



IP Multiplexer/ Scrambler



Encrypted streams incl. EMMs and ECMs



VCM



EMMG – EMM Generator 



Delivers EMMs via Simulcrypt  EMMG functions as an in-band signaling channel to the client device, similar to a traditional DVB environment.  EMMs generated by the EMM Spooler are delivered via Simulcrypt to an external mux/scrambler  Mux inserts the EMMs into encrypted streams (similar to ECM delivery)  Used in MultiCAS and IP Hybrid applications  As an additional layer of security, an operator can employ an EMM function called heartbeat. If the client loses the heartbeat signal from the server, it will cease to function  Identical client functionality when used over Multicast (instead of Simulcrypt)  Actual key delivery is still out-of-band  EMM functionality requires the use of ViewRight client 3.x. This functionality is not present in legacy ViewRight client 2.x 2016 Verimatrix, Inc. - Company Confidential
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System Architecture Optional Modules: SoCKEM CSM SoCKEM



VLS







VCM



SoCKEM – System on a Chip Key Encryption Manager 



Stores unique device keys securely and manages over-encryption  Control Word Path Protection (CWPP) is an additional layer of encryption applied inside the STB, so Control Words are never in the clear outside of the secure block of the chip set  Prevents Control Word sharing, a technology used by hackers to transmit CWs to other (rogue) STBs, so all channels can be watched  STBs need to be integrated for Advanced Security  Unique Root Key is burned into the chip at manufacturer, same key is used to derive over-encryption Device Key from headend, SoCKEM manages these Device Keys  List of Device Keys needs to be loaded to server where SoCKEM is running  Self-encrypting hard drives are required when SoCKEM is used:  IBM Model # 44W2294 146GB SED at 15K  IBM Model # 44W2264 300GB SED at 10K 2016 Verimatrix, Inc. - Company Confidential
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System Architecture Optional Modules: SoCKEM 



SoCKEM – STB Personalization  



Each SoC receives its unique Device Key (KD) from the Personalization Server Report of all Device Keys, STB SNs, and Chip IDs is sent to Verimatrix and to the operator
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System Architecture Optional Modules: SoCKEM 



SoCKEM – ECM Structure 



Encryption for Advanced Security:  Transport Stream is encrypted with Control Word  Control Word is encrypted with Control Word Path Protection Key  ECM is encrypted with Channel Key  Option: Control Word Path Protection Key is encrypted with Service Class Key ECM – Standard Security Header Paylod



[CW] [KC]



ECM – Advanced Security Header Header Paylod



[CW]KCWPP



[KC]



KC = KSC = KCWPP = CW =



Channel Key Service Class Key Control Word Path Protection Key Control Word



ECM – Advanced Security with Service Class Header Paylod



[[CW]KCWPP ] KSC



[KC]
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System Architecture Optional Modules: SoCKEM 



SoCKEM – STB Personalization



- continued –







Verimatrix receives report from STB Vendor  Format: Chip ID, BSK ID, Device Key  Chip ID is used as Device ID for OMI in Advanced Security (MAC address is used in Standard Security)  BSK ID can be used to identify STB vendor, as Chip ID might not be unique, or it can be used to identify encryption parameters  Device Key is unique for each Chip Set







Formatted file is loaded onto server running SoCKEM (Normally CSM)







Example Device Key File: # The unique device key is defined in one line as: # CHIP_ID, BSK_ID, DEVICE_KEY # Each fields need to be separated by comma. # BSK or Batch ID is not defined in this example # For example: 300445, , 0C67RT34Pbv098xxHq938CcLaw5Of841
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System Architecture Optional Modules: VCP - VCAS Customer Profiler CSM







VCA



VKS



VCI



VCP



VLS



VCM



VCP – VCAS Customer Profiler 



VCP    



provides information about cloned or rogue IPTV clients Optional module, requires VCP enabled license Collects detailed client information (VCP log files) VCP log files are exported and analyzed with Clone Detection Analyzer (CDA) More information about VCP and CDA can be found in Lesson 8
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System Architecture Optional Modules: VideoMark 



VideoMark – Watermarking technology 



Fight illegal content redistribution







Embedding forensic marks which enables user-specific traceability 



Forensic watermarking is a key requirement for 4K/UHD content per Movie Labs specification







Inserted marks need to be:  Unique  Imperceptible  Secure  Robust







VideoMark is not designed for fingerprinting purpose  Watermarking: Never visible, requires offline signal processing for extraction  Fingerprinting: Visible fingerprint (i.e. operator identifier or MAC address/ClientID), easily extractable







Supported with ViewRight STB 3.7 and higher and VCAS server 3.7 and higher
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System Architecture Optional Modules: VideoMark 



VideoMark – Watermarking technology 



User-specific forensic watermarking technology designed to counter copying of content by marking decompressed video streams with a unique identifier that is traceable to the place and time of viewing   



 



The VCAS head-end generates the unique forensic payload used to identify individual client device sessions with time and hardware identifiers VideoMark is applied using an algorithm running on the CPU or DSP of the STB client (after decryption / decompression) The VideoMark algorithm embeds these forensic tracking IDs into the video pixel information in a manner that is imperceptible and transparent to the viewer (Luminance is subtly modified in certain areas of the video) Enabled as an optional feature in VCAS license STB needs to be integrated for VideoMark functionality’ integrated at STB chip level
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System Architecture Optional Modules: VideoMark 



VideoMark – Watermarking technology 



Embedding of human readable symbols distributed in time by slight modification of many pixels



 



Human readability provides robustness against geometric distortions Embedded VideoMark survives all types of attack and content manipulation: HDMI Attack, Digital Attack, Analog Attack, Camcorder Attack, Geometric Attack: Scaling, rotation, and cropping, Compression (e.g. 500 Kbps)’ Aspect ratio manipulation
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System Architecture Optional Modules: VideoMark



Entitlements DB



SMS/ Middleware



Verimatrix Operator Management Interface



Transaction Database



VideoMark Client



VideoMark Payload Manager Internet/Broadband VideoMark/Reveal Service



Validated VideoMark Payload



ID ab:34:45:00 122506 11:30



Unauthorized copy of Content



2016 Verimatrix, Inc. - Company Confidential



54



System Architecture Optional Modules: VideoMark 



VideoMark – Payload insertion 



Ranges of unique values reserved for each operator







A unique value, taken from the operator’s range, is associated to an event, for example sports, movie or a bouquet of linear channels







This unique value determines the symbols inserted in the video.







This unique value is named PAYLOAD







Payload will change every 24h (default)
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System Architecture Optional Modules: VideoMark 



VideoMark – Payload insertion 



Payload is inserted as picture







The luminance of each image is modified according to symbols picture contents, VideoMark™ algorithm and hardware capabilities.
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System Architecture Optional Modules: VideoMark 



VideoMark – Extraction     



The pirated video is analyzed by specialized software. Cumulative filtering allows to extract an image of the symbols. Human reading allows to recover the payload. Transactions database identifies the pirate. Sample of pirated video needs to be 5 – 15 min in length
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System Architecture Connecting Modules And Servers 



How are all these VCAS modules connected to each other? 



The /etc/hosts file is used to specify the location of each module 



Each module’s DNS name is resolved to the IP address of the server where the module is running







When one VCAS module calls another, the IP address specified in /etc/hosts is used to find the IP address of the server where that module is running







In redundant deployments, certain VCAS modules need to have a unique name, so they can be resolved separately. This applies to VKS and VPP. They are named VKS1, VKS2, VKS3, VPP1, VPP2, VPP3 and so on
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System Architecture /etc/hosts Configuration For IPTV 



Configure /etc/hosts  



The following steps are required for VCAS for IPTV servers only The configuration of /etc/hosts depends on the server role of this server. It resolves the VCAS specific DNS names to IP addresses. If this is a CSM server, the IP addresses for the core services will be it’s own IP address. If this is a RTES, VECMG, OMI or VEM server, the CSM’s IP address will have to be used for VKS,VCI,VCA etc.







If multiple CSMs are installed, the first instance of VKS (vks1) will be resolved to it’s own IP, the 2nd and 3rd instance of VKS must be resolved to the IP of CSM2 and CSM3. The same applies to VPP
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System Architecture Connecting Modules And Servers 



This example shows:  Typical /etc/hosts file for a CSM  127.0.0.1 resolved to localhost.localdomain  IP address of Eth0 resolved to real IP address (10.1.0.2)  CSM core modules resolved to real IP address (10.1.0.2)  2nd instance of VKS resolved to IP of CSM2  VPP1 resolved to 1st VEM server’s IP address, VPP2 to 2nd VEM’s IP address  OMI and VSA resolved to OMI server’s IP address  EMMG resolved to VECMG server’s IP address
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System Architecture /etc/hosts Configuration 



Configure /etc/hosts 



Examples for /etc/hosts for different server roles can be found in



/home/vmx/hosts_examples/ 



The appropriate example file can be copied for convenience (example for CSM specific hosts file): cp /etc/hosts /etc/hosts.sav cat /home/vmx/host_examples/hosts.allinone >> /etc/hosts







Configuration of example files is still required, correct IP addresses need to be set!







Available /etc/hosts examples are: - CSM (IPTV) - RTES (IPTV) - VECMG (IPTV) - VPP (IPTV) - ACSM (ITV) - All-in-one (all solutions)
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System Architecture /etc/hosts Configuration For IPTV 



Editing /etc/hosts on multiple servers:      



Reference in each server’s /etc/hosts where each service is running Use VKS1, VKS, VKS3, etc. for VKS service on multiple CSM servers VCA, VCI, VSA always point to own IP address on each CSM vpp.verimatrix.com is the only service running on a VEM server If multiple VPPs are deployed, unique naming like VKS must be setup RTES / VECMG point to services on CSM and VPP (no local service)







Tip: By NOT using 127.0.0.1 for the local VCAS services, /etc/hosts file is almost identical between the servers, and can be copied/pasted to other VCAS servers



CSM01 at 10.1.10.2 127.0.0.1 10.1.10.2 10.1.10.2 10.1.10.2 10.1.10.6 10.1.10.4 10.1.10.2 10.1.10.3 10.1.10.6 10.1.10.7



localhost CSM01 vca.verimatrix.com vci.verimatrix.com vsa.verimatrix.com vpp.verimatrix.com vks1.verimatrix.com vks2.verimatrix.com omi.verimatrix.com emmg.verimatrix.com



CSM02 at 10.1.10.3 127.0.0.1 10.1.10.3 10.1.10.3 10.1.10.3 10.1.10.6 10.1.10.4 10.1.10.2 10.1.10.3 10.1.10.6 10.1.10.7



localhost CSM02 vca.verimatrix.com vci.verimatrix.com vsa.verimatrix.com vpp.verimatrix.com vks1.verimatrix.com vks2.verimatrix.com omi.verimatrix.com emmg.verimatrix.com



VEM01 at 10.1.10.4



RTES01 at 10.1.10.5



127.0.0.1 10.1.10.4 10.1.10.2 10.1.10.2 10.1.10.6 10.1.10.4 10.1.10.2 10.1.10.3 10.1.10.6 10.1.10.7



127.0.0.1 10.1.10.5 10.1.10.2 10.1.10.2 10.1.10.6 10.1.10.4 10.1.10.2 10.1.10.3 10.1.10.6 10.1.10.7



localhost VEM01 vca.verimatrix.com vci.verimatrix.com vsa.verimatrix.com vpp.verimatrix.com vks1.verimatrix.com vks2.verimatrix.com omi.verimatrix.com emmg.verimatrix.com
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System Architecture Oracle RAC



See also: PROD-06 Oracle



RAC Deployment Standard and Installation Guide
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System Architecture Connecting Modules And Servers 



How are the distinctive servers connected to each other?      



In typical installations there is a dedicated VLAN for internal server communications The definitions in /etc/hosts allow server-server communications This VLAN is also known as ‘Management VLAN’ Also used for SSH sessions to the servers Not reachable from the client network (firewall protected) Can also be used for SOAP connection to SMS/Middleware







Additional VLANs can be setup for:  Client network (STBs)  Clear content  Encrypted content  Database interconnect (for Oracle RAC)  VoD file transfer







The next page shows an example of an actual network setup at a customer site
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System Architecture Connecting Modules And Servers
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Lesson 3 ViewRight Clients
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ViewRight Clients Types Of Clients 







ViewRight is the embedded software in a client platform which provides the functionality to decrypt VoD assets and linear streams 



ViewRight is developed by Verimatrix and distributed to client vendors - Vendor performs integration into the client platform - Verimatrix assists client vendor, and verifies overall security







It’s a package of portable embedded code that implements VCAS security functions within each client in a pay-TV system







It’s designed to require minimum number of resources from the client hardware and runtime environment







It operates without the need for smartcard or other peripheral hardware



ViewRight Client Types in VCAS For IPTV:    



IPTV STBs (Set Top Box) IP Hybrid STBs Connected TVs with IPTV clients Verimatrix ViewRight Desktop for PC
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ViewRight Clients STBs And Connected TVs 







ViewRight is client platform independent 



Supported OS: Embedded Linux, Android, VXWorks, eCoS, uCoS OS21, custom







Chipsets supported: Broadcom, ST Micro, Sigma, Intel, AMD, Conexant, TI, etc.







Over 100 vendors certified







Over 350 models certified







New STB platforms use dedicated chip for decryption (also known as hardware decryption) -> faster, and doesn’t load CPU with decryption processes







Implementation time for new STB usually < 6 weeks



Current Deployments: 



Over 850+ world-wide operators, 100+ tier 1 and tier 2 operators







150+ million video client licenses delivered



2016 Verimatrix, Inc. - Company Confidential



68



ViewRight Clients Compatibility 



ViewRight compatibility 



Supported ViewRight client versions with VCAS 3.7 headend: 



   



  



3.1.2



Support boot server and mutual authentication (default) Don’t support NULL packets any more, only support ECM Support for EMM 3.2.0 Support CWPP (Control Word Path Protection) 3.3.0.x Support offline stream decryption 3.5.1.x Advanced Security Integration, IPv6 support, IGMPv3 for EMM multicast 3.6.0.0 3rd party public authentication Advanced security integration (FuseMap, ChipID as NetworkDeviceID etc.) 3.7.0.0 VideoMark, change in client-server protocol (BMP) No ViewRight STB Client release for VCAS 3.8



New versioning scheme for ViewRight 3.3 (and higher) clients:







ViewRight STB for IPTV 3.7.0.0---[-[]] Example:



ViewRightSTBforIPTV-3.7.0.0-tivo-gx_cm700cf-6
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ViewRight Clients Compatibility 



ViewRight client compatibility 



Older ViewRight client versions are generally compatible with newer VCAS server versions. Once a ViewRight client is EOL (End of life), it is no longer supported



* EOL in Dec. 2014



VCAS Server Version 3.1.x *



3.2.x *



x



x



3.3.x.x



3.4.x.x



3.5.x.x



3.6.x.x



3.7.x.x



3.8.x.x



x



x



x



x



x



x



x



x



x



x



x



x



x



ViewRight Client



3.1.x



*



3.2.x



*



3.3.x



x



x



x



x



x



x



x



x



3.5.x



x



x



x



x



x



x



x



x



3.6.x



x



x



x



x



x



x



x



x



3.7.x



x



x



x



x



x



x



x



x
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ViewRight Clients New Features In ViewRight 3.3 



New features in ViewRight 3.3  



Persistent key cache (Offline mode) Used for IP/Hybrid deployments, where the IP link is provided by a 3rd party ISP  STB decrypts using the latest keys if CSM server becomes unavailable  Stores all channel keys for the current day and next 24h  Updates keys when CSM becomes available again  Works for live broadcast. DVR and VoD keys are not stored in client  No entitlement updates during offline mode  RAM-to-RAM (M2M) encrypts offline keys in NV RAM  Requires 100 bytes of NV RAM per channel/service class
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ViewRight Clients New Features In ViewRight 3.5 



New features in ViewRight 3.5 



Advanced Security (System on a Chip)  SoC is supported on the following chipsets:  Broadcom’s 28nm family SOCs, such as BCM7584  ST Liege family (STiH2XX such as STiH207)  Marvell BG2-Q family  Entropic Kore3 family (EN7100, EN7120, EN7160, EN7190)







All new ViewRight integrations should use Advanced Security  Can still work in Standard Security mode  Most flexible and future proof







To be used with the SoCKEM (Security on a Chip Key Encryption Manager) in the CSM
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ViewRight Clients Architecture



Application



Resident App



Middleware Middleware



Verimatrix ViewRight Client



• Static library • Shared library • Daemon/App



Bootloader



Flash



RAM



SOC



Set Top OS



OS / Drivers



MPEG Decode



HW Decrypt



NET IFC
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Debug IFC



Hardware
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ViewRight Clients Communication Between CSM And Clients 



What happens when a ViewRight client (e.g. STB) is booted? 



1) ViewRight client is booted for the first time  ConfigRequest Client requests network and server configuration  CreateSessionKey This starts the SSL connection between client and VCI  SaveEncryptedPassword The client has written its unique certificate in a file called “verimatrix.store” and has encrypted this file on the persistent memory of the client. The password used to encrypt / decrypt this file is sent to the VCI and stored in the VCAS database







2) Subsequent booting process of client  Client finds “verimatrix.store” in its persistent memory  CreateSessionKey (same sequence as above)  UpdateRequest The client requests the encrypted password to decrypt “verimatrix.store” through VCI, so the certificate can be decrypted







All requests are handled by VCI (ports 12686,12687,12697 and 12698)
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ViewRight Clients Communication Between CSM And Clients 



What happens when a ViewRight client (e.g. STB) is booted? STB



CSM ConfigRequest VCI 12686/12687 Auto Boot Response SUBCA+VCI cert CreateSessionKey VCI 12697



SSL mutual authentication



Session Key SaveEncrypted Password VCI 12698
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ViewRight Clients Communication Between CSM And Clients 



What happens when a ViewRight client is booted? (continued) 



Once the client boot process is over, the client immediately asks for all the ChannelKeys it is entitled for. The key request is encrypted with the SessionKey. 



GetAllChannelKeys  This request is sent directly to VKS (ports 12699 and 12700)  Channel Keys for all channels the client is entitled to will be sent for the current day and next day







When a client requests a Key for a channel that it does not have in its cache (e. g. new channel added or request for a channel from the past to play back a DVR recorded program), it will request: GetSingleKey  A single Channel Key will be sent to the client, if the client is entitled  This request is also handled by VKS











If the client requests a VoD key:  GetMovieKey  This request is sent directly to VKS (ports 12699 and 12700)  A single key will be sent to the client, if the client is entitled
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ViewRight Clients Communication Between CSM And Clients 



What happens when a ViewRight client (e.g. STB) is booted?



STB



CSM



GetAllChannelKeys VKS 12699 OMI check



Encrypted and stored into RAM



Channel/ServiceClass keys current + next VKS 12700
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ViewRight Clients ViewRight Configuration 



ViewRight clients will need the following information to initiate a boot request: BOOTSERVER= PORT=



than 30 days. If CERT_DURATION_IN_DAYS is set to < than 30 days, then the recycling period of 30 days applies.







The VCAS GUI displays the number of Available Licenses, the number of Active Devices, and the number of licenses in the Recycling Period
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Licensing VCAS Upgrade 



Do I need to install a new license when the VCAS software is upgraded? 







In most cases not, unless the Release Notes of the new VCAS release specify that a new license is required



Which VCAS upgrades require new licenses? 







 



Pre-3.3 to VCAS 3.3 or higher  License format changed to .rpm VCAS 3.3/3.4/3.5 to VCAS 3.6 or higher (IPTV only)  Additional parameter for Advanced security was added If VideoMark is used in VCAS 3.7 and higher Upgrades to VCAS 3.8 and higher require a new license
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Licensing Certificates 



Operator specific certificates 



Each operator receives a unique certificate package, it contains X.509 certificates required for client-server communications and server-server communications







The same certificate package is loaded onto all servers of a VCAS system







The Company Name is embedded in the certificates, and needs to match the Company Name used in the licenses







Systems Integrators will use a different certificate package for each one of their operators
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Lesson 6 System Configuration
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System Configuration System Installation 



System Installation was covered in the VCAS Platform course 



After following the slides for VCAS System Installation in the VCAS Platform course, a plain VCAS system has been setup  Red Hat OS and Oracle installed  VCAS solution software installed  VCAS Certificates installed  VCAS License installed  odbc.ini configured  jdbc.properties configured  /etc/hosts configured  NTP time synchronization setup







This chapter will outline the next steps required, in order to configure the VCAS system  Configuration of .INI files  Web based Graphical User Interface (GUI)



System Installation



System Configuration
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System Configuration File Structure 



VCAS specific files are located under /opt/vcas-3.8/: 



Configuration files are found under:



 







/opt/vcas-3.8/platform-3.8.1.0/etc/ /opt/vcas-3.8/iptv-3.8.1.0/etc/



Links to the currently installed version are created when the ‘vcas_activate_iptv’ script is run, for example:



 



/opt/vcas-3.8/platform-3.8.1.0/etc/ -> /opt/vcas/platform/etc/ /opt/vcas-3.8/iptv-3.8.1.0/etc/ -> /opt/vcas/iptv/etc/







For ease of use, the linked directories can be used, after a specific VCAS product has been activated
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System Configuration File Structure 



VCAS specific files are located under /opt/vcas-3.8/: 



SNMP support



  







/opt/vcas/platform/bin/vsnmp/ /opt/vcas/platform/etc/srconf/vcasmibs/ /opt/vcas/iptv/etc/srconf/vcasmibs/



VCAS Store directory for semi-permanent files  /opt/vcas-store/   



Contains release independent files Contains licenses and server certificates Contains ingest directory (catcher) for VoD ingest
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System Configuration File Structure 



Log files are located under: 



VCAS general logs







/var/log/vmlog/  



Main log file: Verimatrix.log VSA and WSE have separate (additional) log:



wse.log vsa.log 



Oracle components are located under /opt/oracle/







RHEL system files configurations required for VCAS: : 



/etc/hosts 







/etc/sysconfig/iptables 







Linux firewall



/etc/sysconfig/network-scripts/ 







Used for module and server communications



Ethernet ports configuration



/etc/ntp.conf 



Time synchronization



2016 Verimatrix, Inc. - Company Confidential



115



System Configuration Overview 



Two configuration approaches:











1) Configuration through a series of .INI files  Each module has its own .INI file with parameters specific to the module  Static configuration settings are done in the .INI files







2) VCAS Graphical User Interface (GUI)  Browser based  Used for more dynamic configuration settings:  User administration  Displays licensing information  Channel lineup  Client management



More information about the configuration of a VCAS For IPTV system can be found in:



‘PROD-102 VCAS IPTV DVB Hybrid Configuration Guide’ 



This course will only focus on the parameters most commonly changed to other values than default. For more details about the configuration files (.INI), please see ‘PROD-105: VCAS Configuration File Reference’ 2016 Verimatrix, Inc. - Company Confidential
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System Configuration .INI File Best Practices 



Always backup .INI files before editing 



Before making changes to a .INI file, make a backup copy of existing file 



For example:



cd /opt/vcas/iptv/etc/VECMG/ cp VECMG.INI VECMG.INI.SAV or



cp /opt/vcas/platform/odbc/odbc.ini /opt/vcas/platform/odbc/odbc.ini.sav 



Allows easy fallback in case of problems after editing .INI file







Provides trail of changes for each .INI file
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System Configuration .INI Files 



Location of .INI files: 



1) Global .INI file controls platform wide parameters







/opt/vcas/platform/etc/VERIMATRIX.INI



2) Common modules .INI files control parameters specific to the common modules



  



/opt/vcas/platform/etc/VLS/VLS.INI /opt/vcas/platform/etc/VCM/VCM.INI



3) Application modules .INI files control parameters of each module







/opt/vcas/iptv/etc//.INI Example:



/opt/vcas/iptv/etc/RTES/RTES.INI /opt/vcas/iptv/etc/VCI/client.ini
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System Configuration Global INI File 



The global INI file controls: 



File location: /opt/vcas/platform/etc/VERIMATRIX.INI







System wide settings:  Company Name (automatically set when setup command is executed)  Error Level  DRM mode  EMM mode







The following parameters should be set correctly on each server:  ERROR_LEVEL (Defines the Error Level for log files)  1 = Log Error and Failure messages  2 = Log Warning, Error, Failure messages  3 = Log Info, Warning, Error, Failure messages  4 = Log Debug, Info, Warning, Error, Failure messages Recommended value: 4



2016 Verimatrix, Inc. - Company Confidential



119



System Configuration Global INI File 



The global INI file controls: - continued 



DRM mode 















DRM_MODE=OMI Use OMI interface for entitlements When a STB requests broadcast or VoD keys, it is checked for real-time authorization against the OMI entitlement database Enables VCAS to cache real-time middleware/SMS entitlement information for speed, high-availability and redundancy. DRM_MODE=OFF Don’t use entitlements, all clients will receive keys for all channels. Not recommended! When a STB requests a broadcast or VoD key, it is returned by default blindly, without any verification of user entitlement in the middleware The only level of defense is the Electronic Channel Guide







Leave all other parameters at default value







Default has changed in VCAS 3.5 and higher from DRM_MODE=OFF to DRM_MODE=OMI
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System Configuration Common Modules INI Files 



VCM (Verimatrix Control Monitor): 







Configuration for VCM module  Controls which modules are auto-started  Defines the server role File     



location: /opt/vcas/platform/etc/VCM/VCM.INI Configure AUTO_START line Enable the modules required for server role Only use IPTV related modules Common modules don’t need to be listed Example below is for ‘All-In-One’ server



Any VCAS server VKS



VLS VCM VCM



# Values For PLATFORM IPTV: #AUTO_START = VCA, VCP, SOCKEM, VPP, VKS, VCI, RTES, VRUN, RSM, VECMG, EMMG, EMMSPOOLER, VSA, WSE AUTO_START = VCA, VPP, VKS, VCI, RTES, VSA, WSE
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System Configuration Common Modules INI Files 







Examples for typical server roles 



CSM  AUTO_START = VCA, VKS, VCI







OMI  AUTO_START = WSE, VSA







VEM  AUTO_START = VPP







RTES  AUTO_START = RTES







VECMG  AUTO_START = VECMG







All-In-One (with RTES)  AUTO_START = VCA, VKS, VCI, VSA, VPP, RTES, WSE



Optional modules depend on specific VCAS application:  VRUN, RSM, RKE, EMMG, EMMSPOOLER, SOCKEM
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System Configuration Common Modules INI Files 



VLS (Verimatrix Logging Server): Any VCAS server











Configuration for VLS module  Controls logging functionality  Controls log rotation, log duration, max. file size



VKS



File location: /opt/vcas/platform/etc/VLS/VLS.INI VLS VCM VCM  Defaults are:  MAX_LOG_ARCHIVE=10 Keep the newest 10 log files  MAX_LOG_SIZE=50000000 Maximum file size is 50 MB  LOG_Duration = 1D Start a new log file when 50MB are reached, or 1 day. Whichever happens first  Log files are named:







Verimatrix.log.hostname.timestamp.filenumber Example:



Verimatrix.log.vm-csm02.20151217.1   



The lowest file number indicates the newest file The logfile without a file number is currently being written to



Leave all other parameters at default value, can be fine-tuned later if needed
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System Configuration Common Modules INI Files 



VLS (Verimatrix Logging Server): Explanation of log entry:







12/16/2014 16:32:20.308 – CSM01 - VKS - VCAS110500 - I - C:XXYYZZ47CDDD - [16726]GetAuthorizedContent: Found 0 Broadcast Entitlements for Device XXYYZZ47CDDD



12/16/2014 16:32:20.308 CSM01 VKS VCAS110500 I C:XXYYZZ47CDDD [16726]GetAuthorizedContent: Found 0 Broadcast Entitlements for Device XXYYZZ47CDDD







 24-hour timestamp of log entry (4:32:20PM GMT)  Hostname (CSM01) (useful when centralized logging is used)  VCAS component that is providing information (VKS)  VCAS log number  Severity (D=Debug I=Info W=Warning E=Error F=Failure)  S: denotes a server MAC address vs. C: for a client address (ClientID or MAC)  Verbose error message in English, the number at the beginning is the PID of the thread



‘PROD-407 VCAS Log Messages Guide’   



This document is part of the documents package with each release Contains a list of all log entries Can be used as reference
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System Configuration Common Modules INI Files 



VLS (Verimatrix Logging Server): 



The file MESSAGE_ID_TABLE can be used to change the severity level for log entries and to specify whether to send an SNMP trap for specific for log entries







File location: /opt/vcas/platform/etc/VLS/MESSAGE_ID_TABLE







Locate ‘VCAS Log Number’ of desired log entries in Verimatrix.log or in ‘PROD-







407 VCAS Log messages Guide’ Edit MESSAGE_ID_TABLE with desired changes. The table is empty by default, populate it only with the desired VCAS log numbers



# Format: # MessageId SeverityLevel SendTrap # # Where: # MessageId is the unique ID of the log message (refer to PROD-407) # SeverityLevel is one of the following: 'A', 'F', 'E', 'W', 'I', 'D', 'T' # SendTrap is either 'Y' for yes, or 'N' for no # # Example: VCAS110500 E Y VCAS124563 I N
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System Configuration CSM Configuration 



CSM



VKS (Verimatrix Key Server) 



Configuration for VKS module  Controls key generation and key change



VCA



VKS



VCI







VLS VCM File location: /opt/vcas/iptv/etc/VKS/VKS.INI  Configure:  KEYSERVERNAME=VKS1 VKS1 for first VKS, VKS2 for 2nd VKS VKS3 for 3rd VKS, and so on  KEY_EXPIRED_INTERVAL=24 Channel key expiration = 24 hours If value is changed, comment out KEY_EXPIRED_HOUR  KEY_EXPIRED_HOUR=24 Defines key change at any hour of the day.







File location: /opt/vcas/platform/etc/VERIMATRIX.INI  Configure:  VKS_IP_ADDRESS=vks1.verimatrix.com Use VKS2, VKS3 and so on for 2nd, 3rd server running VKS







Leave all other parameters at default value
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System Configuration CSM Configuration 



CSM



VCI (Verimatrix Client Interface)  







Configuration for VCI module - Controls client communication File location: /opt/vcas/iptv/etc/VCI/VCI.INI  Set the certificate duration to a lower value then the default of 365 dayes, this impacts client recycling. For example: CERT_DURATION_IN_DAYS = 60



VKS



VCI VLS



VCM



File location: /opt/vcas/iptv/etc/VCI/client.ini  When using ViewRight clients which support Auto-Boot mode, the values configured in this file will be sent to the ViewRight client upon boot request    











VCA



Enter company name, must match the company name used in the license and certificates SERVERADDRESS= IP or DNS of CSM or load balancer PREFERRED_VKS= IP or DNS of CSM or load balancer, port /12699 EMM_SOURCES= If using IGMPv3, specify the IP addresses which originate the EMM multicast stream. These are the interfaces from EMMG and backup EMMG MIN_CLIENT_VERSION= Represents the minimal client version this VCAS server will accept. Only supported by VR 3.7 and higher clients COMPANY=



Leave all other parameters at default value



2016 Verimatrix, Inc. - Company Confidential



127



System Configuration CSM Configuration 



CSM



VCA (Verimatrix Certificate Authority) 



Configuration for VCA module



VCA



VKS



VCI







File location:



/opt/vcas/iptv/etc/VCA/VCA.INI VLS







VCM



No changes from default values required







Leave all parameters at default value







For a CSM configuration, the following .INI files will need to be edited:  Global, VCM, client.ini (under VCI)  Other .INI files might need to be modified for special configurations and fine tuning
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System Configuration OMI Configuration 



WSE (Web Service Engine) 



The only relevant parameter for OMI is DRM_MODE in the global VERIMATRIX.INI file (covered under ‘Global .INI file)







The VCAS GUI is accessed from within a web browser as follows: https://:8090







The VCAS GUI uses port 8090. This port must be open between the PC where the browser is running and the server where WSE is installed



OMI WSE



VSA



VLS



VCM



2016 Verimatrix, Inc. - Company Confidential



129



System Configuration VEM Configuration 



VEM



VPP (Verimatrix Pre Processor)



VPP VRUN







Configuration for VPP module  Controls VoD encryption







VLS VCM File location: /opt/vcas/iptv/etc/VPP/VPP.INI  Configure:  VIDEO_ENCRYPTION_PERCENT Percentage of video to be encrypted







AUDIO_ENCRYPTION_PERCENT



Percentage of audio to be encrypted







VPP_NAME=VPP1



For setup with multiple VEM servers, add VPP2, VPP3 etc.







VPP_IP_ADDRESS=vpp1.verimatrix.com Use VPP2, VPP3 and so on for 2nd, 3rd server running VPP







Additional options to preserve (not encrypt) adaptation field and start codes. Option to correct PCR clock.







Leave all other parameters at default value
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System Configuration VEM Configuration 



VRUN (Verimatrix RUN) 



Configuration for VRUN module (optional module)  Controls automated VoD ingestion, used for file base VoD ingestion 



WARNING: There MUST be enough storage available for 3 times the asset file size, as 3 copies are made during the encryption process for file protection and to avoid file contention







EXCEPTION: As VRUN is also used for VCAS MRPR, its location is under Platform, and not under IPTV







Custom process configurations are created using .cmd files in /opt/vcas/platform/etc/VRUN/. This ‘command bomb’ file is provided to enable the greatest amount of configuration flexibility for the needs of any given operator ecosystem. Customizable to your requirements (scripting knowledge required)







Sample .cmd files are on the server and can be edited (examples on following slide)
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System Configuration VEM Configuration 



VRUN (Verimatrix RUN) – continued 



File location: /opt/vcas/platform/etc/VRUN/VRUN.INI Configure: 



MOVIEMON_INPUTDIR_1 = /opt/vcas/catcher Location of directory which is monitored for new VoD files to be encrypted







MOVIEMON_CMDFILEPATH_1 = /opt/vcas/platform/etc/VRUN/generic.cmd Command file in use. Change ‘generic.cmd’ to other template file or your custom command file







MOVIEMON_MOVIEFILEFORMAT_1 = ^.*\.mpg$ Defines file extensions of files to be detected. Change to ^.*\ts$ for .ts files
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System Configuration VEM Configuration 



VEM



VRUN (Verimatrix RUN) – continued 



If more than one file monitor is required, all parameters outlined on the last page can be duplicated with ‘_2’ instead of ‘_1’. This allows to monitor a 2nd directory for VoD files to be processed, and a different command file can be used if desired.



VPP VRUN



VLS



VCM



MOVIEMON_INPUTDIR_2 MOVIEMON_CMDFILEPATH_2 MOVIEMON_MOVIEFILEFORMAT_2 



VSFTP is installed on the server and can be used as FTP server for incoming (ingest) VoD files (port 21)
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System Configuration VEM Configuration 



VRUN (Verimatrix RUN) – continued 



The command file is a script that can be customized, scripting skills are required







File location: /opt/vcas/platform/etc/VRUN/*.cmd Available templates:  ftp_generic.cmd Asset is encrypted and sent via FTP to VoD server  generic.cmd Asset is encrypted and left on VEM server  mrpr.cmd Used for VCAS MRPR (MultiRights PlayReady)  nxtv.cmd Asset is encrypted, file name is left unchanged, asset is left on VEM server  rke.cmd Used with RKE in wholesale/retail application







VEM changes the file name when an asset is encrypted  Name of clear asset: movie.mpg  Name of encrypted asset: .movie.mpg.VPP.mpg 



Index is simply a unique number assigned by VEM It is embedded in the ECMs of the encrypted file, and used by the client to request the decryption key for the specific asset.
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System Configuration VEM Configuration 



VRUN (Verimatrix RUN) – continued 



Command file configuration:  The command file is structured into 4 sections: 



[PRE]



Commands to be executed before encryption This can include file name changes etc.







[INGEST]



Parameters for encryption Encryption %, input and output directories







[POST]



Commands to be executed after encryption This can include file name changes, file transfer







[ONERROR]



Actions to be taken when a file encryption fails Normally includes deletion of aborted files







Start with existing command files and edit them for the custom functions you require







Change file ownership (vcas:vcas) and permissions (700) when done editing
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System Configuration VEM Configuration 



VRUN (Verimatrix RUN) – continued 



Command file configuration, common commands used in command file scripting: 



COPY



Can be used in any of the designated sections of the command file: [PRE], [INGEST], [POST], [ONERROR] Used to copy a file to a different location:



COPY= /opt/vcas/catcher/cmd/.mpg, /opt/vcas/VRUN_ERROR/







This command can be used to call a system command or script EXEC=/bin/chmod 755 ..post.sh







LOG



EXEC



Can be used to supplement the built-in logging functions of VPP and in any of the designated sections of the command file: [PRE], [INGEST], [POST], [ONERROR]



LOG= Encryption for: began processing at 







Parameter values used in .cmd files overwrite values specified in VPP.INI (e.g. encryption %)
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System Configuration VEM Configuration 



VRUN (Verimatrix RUN) – continued -



Verimatrix Client Verimatrix 3rd Party SMS / Middleware



OMI



Verimatrix CSM



Video on Demand Content



Verimatrix VPP/VRUN



1



Video on Demand Streaming



Encrypted



/opt/vcas-store/catcher



2 /opt/vcas-store/catcher/cmd



3



TCP Key Pathway



Encrypted



/opt/vcas/iptv/etc/ VOD_TEMP



4 /opt/vcas-store/catcher/OUT
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System Configuration VEM Configuration 



VRUN (Verimatrix RUN) – continued 1)



Asset is received from content catcher into /opt/vcas/catcher



2)



Once detected as a complete transfer, asset is copied to cmd directory - VRUN generates .cmd file and places it into cmd directory



3)



VRUN copies unencrypted asset to /VOD_TEMP - VRUN encrypts asset via VPP, creating encrypted file in /VOD_TEMP



4)



Upon completion of encryption, encrypted asset is moved to /opt/vcas/catcher/OUT and unencrypted asset is deleted - VRUN transfers file to streaming server via [POST] cmd configuration (FTP) - VRUN removes all clear and encrypted asset files and cmd file
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System Configuration VEM Configuration 



RKE (Remote Key Extractor) 



Configuration for RKE module  Retrieves VoD keys in the wholesale/retail application  RKE takes an encrypted movie file from a configurable input location  RKE requests the VoD keys from the remote headend  RKE processes the encrypted file, re-writing a new movie ID and file header, and importing the extracted keys into the local database  RKE places the newly process file in a configurable output location  RKE requires the rootcert.pem from both the local and the remote headend to extract the keys  RKE does not decrypt or re-encrypt VoD file  



File location /opt/vcas/iptv/etc/RKE/RKE.INI Configure:  REMOTE_COMPANY= Company name of CSM at wholesale location 



SERVERADDRESS=a.b.c.d IP address of CSM/VCI at wholesale location







MACADDR=RKE1



Name of RKE instance. Must be unique. Used to identify retailer on the wholesale side
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System Configuration VEM Configuration 



RKE (Remote Key Extractor) – continued 



RKE_INPUT_PATH=../RKE_VOD_INPUT Path in relation to ../iptv/etc/RKE which will be scanned for new VoD files







RKE_OUTPUT_PATH=../RKE_VOD_OUTPUT Path in relation to ../iptv/etc/RKE where processed VoD files will be deposited. These files will need to be transferred to the VoD server







RKE_COMPLETE_PATH=../RKE_VOD_COMPLETE Path in relation to ../iptv/etc/RKE where processed VoD files will be moved. These files can normally be deleted







ROOTCERT Name of the rootcert file for the remote headend (ex: rootcert_remote.pem)







Leave all other parameters at default value
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System Configuration VEM Configuration 



RKE (Remote Key Extractor) – continued 



Besides RKE’s own INI file, the following files need to be edited:







/opt/vcas/iptv/etc/VRUN/VRUN.INI Set the following parameter to: MOVIEMON_CMDFILEPATH_1 = /opt/vcas/iptv/etc/VRUN/rke.cmd







/opt/vcas/iptv/etc/VRUN/rke.cmd Set the FTP parameters for file transfer to VoD server  [POST] EXEC=[appropriate FTP configuration for VoD streaming server] Wholesale Retail
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System Configuration VEM Configuration 



RKE (Remote Key Extractor) – continued 



RKE requires VRUN. There is a command file template for a RKE called rke.cmd
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System Configuration VEM Configuration 



RKE (Remote Key Extractor) – continued – 1)



Asset is received from wholesale headend into /opt/vcas/iptv/etc/RKE_VOD_INPUT - Once detected as a complete transfer, asset is copied to /cmd directory - VRUN generates .cmd file and places it in /cmd directory - RKE extracts keys from wholesale headend



2)



RKE imports the asset with new movie id and re-writes the file with new file headers into /opt/vcas/iptv/etc/RKE_VOD_OUTPUT



3)



Once complete, the file is copied to /opt/vcas/iptv/etc/RKE_VOD_OUTPUT VRUN transfers file to VoD server via [POST] cmd configuration (e.g. FTP)
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System Configuration RTES Configuration 



RTES



RTES (Real Time Encryption Server)



RTES







Configuration for RTES module  Controls live broadcast encryption







File location: /opt/vcas/iptv/etc/RTES/RTES.INI VLS VCM  Configure:  RTESID=RTES1 Name of RTES instance. Must be unique. Must be matched in GUI when assigning channels to RTES



  











CHANNEL_RECV_IP_ADDRESS= IP of Ethernet port receiving the clear multicast streams







CHANNEL_SEND_IP_ADDRESS= IP of Ethernet port sending the encrypted multicast streams



Additional options to preserve (not encrypt) adaptation field. Option to correct PCR clock. PCR_CORRECTION = Number of packets to preserve (not encrypt) after PES (used for trick play indexing) CLEAR_AFTER_PES=
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System Configuration VARC Configuration 



VARC (Verimatrix Automatic Redundancy Controller) 



Configuration for VARC server (VARC resides on its own server)  VARC is the network management component for controlling RTES server redundancy for high-availability configurations. The VARC architecture is distributed, scalable, and based on a Master/Subagent paradigm.







The following file needs to be edited on EACH RTES server:







File location: /opt/vcas/iptv/etc/srconf/agt/snmpd.cnf  Configure: snmpTargetAddrEntry 31 snmpUDPDomain 172.20.254.111:0 100 3 TrapTag \ v1ExampleParams nonVolatile 255.255.255.255:0 2048 snmpTargetAddrEntry 32 snmpUDPDomain 172.20.254.112:0 100 3 TrapTag \ v2cExampleParams nonVolatile 255.255.255.255:0 2048



 



Edit the IP address after ‘UDPDomain’ and insert IP address of VARC server



Add the following line to /opt/vcas/iptv/etc/RTES/RTES.INI (in each RTES server): WAIT_FOR_CONTROLLER=TRUE
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System Configuration VARC Configuration 



VARC (Verimatrix Automatic Redundancy Controller) – continued 



VARC Server configuration is accomplished via VARC GUI. The GUI can be accesses as follows: http://:280



 



Login: admin Password: webRootPassword
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System Configuration VARC Configuration 



VARC (Verimatrix Automatic Redundancy Controller) – continued 



Go to varcServersTable
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System Configuration VARC Configuration 



VARC (Verimatrix Automatic Redundancy Controller) – continued 



Go to varcServersTable
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System Configuration VARC Configuration 



VARC (Verimatrix Automatic Redundancy Controller) – continued -







configure:     



Cluster, Farm, Server combination MUST be unique varcServerName – For operator to distinguish between cluster members varcServerState – Defaults to disable. Used to trigger failover. No config needed varcServerSnmpAgentIpAddr – Address of RTES server varcServerSnmpAgentPort – For pure SNMP, use 161. For a proxied environment, usually 2161
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System Configuration VECMG Configuration 



VECMG



VECMG (Verimatrix ECM Generator)



VECMG







Configuration for VECMG module  Controls live broadcast encryption via external mux/scrambler







VLS VCM File location: /opt/vcas/iptv/etc/VECMG/VECMG.INI  Configure:  VECMGID=VECMG-A Name of VECMG instance. Must be unique. Must be matched in GUI when assigning channels to VECMG



 







SCRAMBLER_ALGORITHM=DVB_CSA Encryption algorithm used for Simulcrypt. Choices are: DVB_CSA, AES_ECB2, RC4, AES_JATR, AES_CBC1. Must match selection in mux







ECM_PKT_SECT=ECM_SECTIONS DVB Simulcrypt SCS format. Choices are: ECM_PACKETS, ECM_SECTIONS Must match selection in mux



Leave all other parameters at default value Mux will need Super CAS ID of 56010000 (assigned to Verimatrix)
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System Configuration Optional Modules: SoCKEM 



CSM



SoCKEM (System on a Chip Key Encryption Manager)



SoCKEM







 







File location: /opt/vcas/platform/etc/SOCKEM/SOCKEM.INI  Configure: VLS







MODE=



  



MAX_DEVICE_KEY_FILES= ENCRYPTED_CLIENT_FILE1= ENCRYPTED_CLIENT_FILE2=



VCM



KEM_SOFTWARE or KEM_DISABLED Match to number of key files present Full path and file name of key file 1 Full path and file name of key file 2 Repeat if more files present (3,4 etc.)



Global VERIMATRIX.INI file has [ADV_SECURITY] section for SoCKEM File location: /opt/vcas/platform/etc/VERIMATRIX.INI  Configure:  PRIMARY_SOCKEM_ADDRESS= IP or hostname of SOCKEM1  BACKUP_SOCKEM_ADDRESS= IP or hostname of SOCKEM2  SOCKEM_INTERFACE= IP address of interface to use when connecting to SOCKEM SOCKEM is found under Platform, as it will be used for other products (i.e. Internet TV) in the near future. Prior to VCAS 3.8, SOCKEM was part of the IPTV product
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System Configuration Optional Modules: RSM 



RSM (Remote Stream Manager) 











Configuration for RSM module  Controls keys for broadcast channels in wholesale/retail application. Normally installed on CSM at retail location, acts as STB to headend



Wholesale Retail RSM



RKE



VLS



VCM



File location: /opt/vcas/iptv/etc/RSM/RSM.INI  Configure:  MACADDR=RSM1 Name of RSM instance. Must be unique. Used to define entitlements and identify retailer on the wholesale side Retailer company name. Must be included in global VERIMATRIX.INI of wholesale CSM under ‘Alias’







COMPANY=







SERVERADDRESS=a.b.c.d IP address of wholesale CSM







PREFERED_VKS=a.b.c.d/12699 IP Address/port of wholesale CSM/VCI
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System Configuration Optional Modules: RSM 



RSM (Remote Stream Manager) –continued Specifies timeout for requests sent to wholesale network. Recommended to increase to 1000







TIMEOUT=60







KEY_UPDATE_PERIOD=60 Period in seconds between key updates from wholesale CSM.Recommended to increase to 1000







RSMID=RSM1



Identifier for channels retrieved from wholesale CSM







ROOTCERT



Name of the rootcert file for the remote headend (ex: rootcert_remote.pem)







RSM acts as a STB client to the wholesale headend site, ingesting broadcast asset keys into the retailer database and making them available for local client use







Encrypted streams are distributed to the downstream IPTV retailer pre-encrypted, no re-encryption is necessary







Leave all other parameters at default value
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System Configuration Optional Modules: EMMSpooler 



CSM



EMMSpooler 



Configuration for EMMSpooler module in global configuration file  Controls EMM delivery



EMM Spooler



VLS











VCM



File location: /opt/vcas/platform/etc/VERIMATRIX.INI (Global .INI file)  Configure in [EMMSPOOLER] section: 



MODE=



 



MULTICAST_IP= MULTICAST_PORT=



Multicast or EMMG Inband) Multicast Multicast



(EMMs delivered out of band) (EMMs delivers via CAT IP address for EMMs port for EMMs



Leave all other parameters at default value
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System Configuration Optional Modules: EMMSpooler 



CSM



EMMSpooler



EMM Spooler







Configuration for EMMSpooler







File location: /opt/vcas/iptv/etc/EMMSPOOLER/EMMSPOOLER.INI  Configure:



VLS



VCM



Assign a unique name







EMMSPOOLERID=



   



REDUNDANT_EMMSPOOLER_ADDRESS= IP or DNS of backup EMMS EMMG_ADDRESS= IP or DNS of EMMG service REDUNDANT_EMMG_ADDRESS= IP or DNS of backup EMMG CHANNEL_SEND_IP_ADDRESS= IP address where outgoing multicast stream is bound to







Leave all other parameters at default value







VKS will generate an EMM Root Key. This key will be used to encrypt EMMs. It will change every 24h, the same way Channel Keys change STBs will retrieve the EMM Root Key at boot, and then update it every 24h
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System Configuration Optional Modules: EMMG 



VECMG



EMMG (EMM Generator) 



Configuration for EMM Generator module  Controls EMM generation and insertion into stream via mux







File location: /opt/vcas/iptv/etc/EMMG/EMMG.INI  Configure:















EMMGID=



Assign a unique name



   



MUX1= MUX1_IP_ADDRESS= MUX1_PORT= REDUNDANT_EMMG_ADDRESS=



Enabled or disabled IP address of 1st mux Port used by 1st mux IP or DNS of backup EMMG



VECMG EMMG



VLS



VCM



Repeat above configuration for additional muxes, for example MUX2, MUX3



Leave all other parameters at default value
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System Configuration Optional Modules: VideoMark 



CSM



VideoMark 



File location: /opt/vcas/platform/etc/VERIMATRIX.INI  Configure:



VideoMark



VLS



VCM







VMK_CONTENT_ENABLE = TRUE/FLASE Enable or disable VM







VOD_PAYLOAD_REUSE = TRUE/FLASE DTV_PAYLOAD_REUSE = TRUE/FLASE VOD_PAYLOAD_SELECT_STARTTIME = (multiples of 24h) DTV_PAYLOAD_SELECT_STARTTIME = (multiples of 24h)







VOD/DTV PAYLOAD REUSE is a flag that indicates whether VOD/DTV payload requests should reuse the previously generated payload. This flag is used in conjunction with VOD/DTV PAYLOAD SELECT STARTTIME which defines the time frame for which a payload should continue to be reused (in multiples of 24h)







VMK_CONTENT_STRENGTH = [0 – 100] Defines the contrast of the video mark. Marks with a higher strength are more robust and easier to extract, however they are more likely to be visible on the screen
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System Configuration Optional Modules: VideoMark 



CSM



VideoMark 



VideoMark can be enabled per content via OMI:



VideoMark







Content Management: addContentToNetwork and modifyContentOnNetwork can write: VIDEOMARK_ENABLED VIDEOMARK_STRENGTH VIDEOMARK_CONFIGURATION







getNetworkContentList, getContentOnNetworkand getNetworkContentIdList can read: VIDEOMARK_ENABLED VIDEOMARK_STRENGTH VIDEOMARK_CONFIGURATION
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System Configuration Starting VCAS Services 



Starting VCAS server 



Before logging in to the GUI, the VCAS services need to be started







VCM has been configured to only start the desired services (AUTO_START line) 



Start services with:



service vcasd start 



Check if services are running:



ps –u vcas All services defined in the AUTO_START line must be shown 



If services don’t start, reboot the server, as many system files have been changed during the installation
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System Configuration VCAS User Interface (GUI) 



GUI (Graphical User Interface) 



Next we will login the GUI and configure:  GUI Users  Broadcast Channels  Client Revocation







Login at: https://:8090/ui



  



Port 8090 must be open between the PC and WSE GUI must be installed (.rpm) All major browsers are supported (Chrome, Firefox, IE, Safari)







The default login and password are ‘admin/admin’. Upon login the first time, the system prompts you to change the password.
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System Configuration GUI – Home Screen
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System Configuration GUI – Home Screen 



Home Screen       



Overview of license information (number of channels, number of clients licensed) View of active number of channels and number and type of clients View of number of clients in ‘Recycling Period’ Overview of optional features licensed (e.g. VideoMark, Fingerprinting) View of Client License Groups (Group 3 is for IPTV) Shows license expiration date ‘System Info’ tab displays version number of GUI and VCAS
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System Configuration GUI – Manage Users
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System Configuration GUI – Manage Users 



Manage Users -> Security Settings  











Manage Users -> Users     







Max. Session Duration Password Settings:  expiration, min. length, special characters, etc. Failed Login Attempts



Add additional users Manage user role (Guest, Admin) Edit existing users OMI is using the user/password to log on to WSE It’s highly recommended to add at least a 2nd user with admin rights. Our support center receives too many calls with lost passwords. A 2nd admin user can reset the password of other admin users.



Manage Users -> Activity Log  







Log of all activity from Graphical User Interface It is important to issue unique user names to all operators and administrators, as all activities are tracked by user name Filtering by user name and specific events possible ©2016 Verimatrix, Inc. - Company Confidential
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System Configuration GUI – Activity Log
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System Configuration GUI – Broadcast Channels 



Broadcast -> Adding channels for encryption 



These steps are required from an OMI point of view to add an IPTV broadcast channel to an IPTV network:







AddContent Add ContentToNetwork (details on next page) CreateEvent AddEventToPackage







-> Entitle devices or Domains to Package
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System Configuration GUI – Broadcast Channels 



Broadcast -> Adding channels for encryption 



























  



Content is added to IPTV Network (OMI). Once IPTV Network and Content Type ‘Broadcast’ are selected, the ‘Create Channel’ window will appear ‘Channel’ refers to channel number, it is used internally only, but it is recommended to match it the channel number used in the Middleware Appliance Name needs to match RTES ID in /opt/vcas/iptv/etc/RTES/RTES.INI (i.e. RTES1). This defines on which RTES server the channel is encrypted. Or VECMG ID from /opt/vcas/iptv/etc/VECMG/VECMG.INI Requires multicast address and port from clear input stream and encrypted output stream Channels can have the same multicast IP address, as long as the port number is different Channels can have the same port number, as long as the multicast IP address is different Video / Audio encryption Level can be set per channel. Some STB’s do not have enough CPU power to decrypt a channel that was encrypted at 100% Key Mutation Interval defines after how many packets the Control Word is changed Key Insertion Interval defines after how many packets an ECM is inserted. Optional parameters, such as VideoMark and Copy Control
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System Configuration GUI – Broadcast Channels
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System Configuration GUI – Broadcast Channels 



ECM insertion interval and Crypto Period calculation



Insert Crypto Period, Stream Bit Rate and # of ECMs per sec, click ‘Calculate’ Values will be automatically calculated







The formulas used for this calculation can be found on the next pages 2016 Verimatrix, Inc. - Company Confidential
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System Configuration GUI – Broadcast Channels 



ECM insertion interval (manual calculation)







Key Insertion – The rate of ECM insertion into a stream, expressed as an interval in packets. Recommended rate: 10 ECMs/sec If ECM insertion interval is set too big, the channel change time will increase. When a channel change takes place, the STB needs to process an ECM from the new stream and extract the Control Word, before it can decrypt video







Calculation:







StreamPacketRate [packet/s] = StreamBitrate [Mbit/s]*131,072 [Byte/Mbit]/ 188 [Byte/packet] KeyInsertionInterval [packet] = StreamPacketRate [packet/s] / KeyInsertionInterval [1/s] Example for 4MBits/s video: 4MBits/s*131,072 / 188 = 2789 StreamPacketRate [packet/s] / 10 = 279 KeyInsertionInterval ( 1 megabit = 131,072 bytes )



2016 Verimatrix, Inc. - Company Confidential



170



System Configuration GUI – Broadcast Channels 



Crypto Period (manual calculation)







Crypto Period – The interval, in packets, between Control Word changes for a broadcast stream Crypto Period in VCAS is defined between even/even or odd/odd CWs, the actual crypto period is therefore 50% of the entered value The recommended Crypto Period is around 10 sec of real-time video







Calculation:











StreamPacketRate [packet/s] = StreamBitrate [Mbit/s]*131,072 [Byte/Mbit]/ 188 [Byte/packet] KeyMutationInterval [packet] = StreamPacketRate [packet/s]*KeyMutationInterval [s] Example for 4MBits/s video: 4MBits/s*131,072 / 188 = 2789 StreamPacketRate [packet/s] * 10 = 27890 KeyMutationInterval ( 1 megabit = 131,072 bytes )
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System Configuration GUI – Broadcast Channels 



Broadcast channel configuration 



Input URL defines the clear multicast ingress stream Format: ://: Example: udp://227.10.65.230:1900







Output URL defines the encrypted multicast egress stream Format: ://: Example: udp://227.20.65.230:1900







For easy recognition about which multicast addresses are used for clear and encrypted streams, Verimatrix recommends using a specific number for one octet for clear streams, and another number for the same octet in encrypted streams (example with .10 for clear streams and .20 for encrypted streams is shown above)
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System Configuration GUI – Broadcast Channels
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System Configuration GUI – Broadcast Channels 



Broadcast -> Adding channels for encryption 







Once the Content has been created and been added to the IPTV Network, the following steps have to be taken: 



Networks -> Select Network -> Network Content -> Select Content and click Action Menu -> Create Event







Networks -> Select Network -> Network Content -> Select Content and click View Events -> Select Event and click Action Menu -> Add to Existing and select Packages this Event is contained in



Now Devices can be entitled to this Package and will be able to view the Broadcast Channel
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System Configuration GUI – VoD 



VoD -> Adding VoD content for encryption 



VoD Content can be added in 3 different ways: 



Automatic ingest from SMS (OMI calls to create Content, add it to Network, create Event, add it to Package). Path to clear file and directory of encrypted file are specified. In parallel, the clear file is copied to the server to the directory specified in the OMI call. This is the preferred mechanism for production







VRUN monitors a specific directory, and executes a command file when it detects a new clear file. The command file can copy the encrypted file via FTP to a destination server.







Manual encryption through GUI. The clear file has to be copied manually to the /opt partition and the ownership has to be manually changed to vcas:vcas. The input path and file name and the output path must be specified in the ‘Create VoD’ window
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System Configuration GUI – VoD 



VoD -> Adding VoD content for encryption 



These steps are required from an OMI point of view to add VoD content to an IPTV network:







AddContent Add ContentToNetwork (details on next page) CreateEvent AddEventToPackage







-> Entitle devices or Domains to Package
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System Configuration GUI – VoD 



VoD -> Adding VoD content for encryption 



Content is added to IPTV Network (OMI). Once IPTV Network and Content Type ‘VoD’ are selected, the ‘Create VoD’ window will appear:  ‘Network Content ID’ must be a unique ID  ‘Name’ is a required field  ‘File Name’ refers to path and name of clear file. For example:



/opt/vcas/Gladiator.ts  















‘Target Path’ specifies the location of the encrypted output file Key Mutation Interval defines after how many .ts packets a Control Word is inserted. 10,000 is a recommended value. Key Insertion Interval defines after how many .ts packets an ECM packet is inserted. 1,000 is a recommended value. Audio / Video Encryption level defines the percentage of encryption. 100% is the recommended value. Encryption Algorithm should be set to AES
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System Configuration GUI – VoD
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System Configuration GUI – VoD
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System Configuration Congrats! 



Congratulations! You have successfully configured a VCAS For IPTV server. 



The next chapter will help you operate the VCAS server
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Lesson 7 System Operations
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System Operations Starting And Stopping VCAS Services 



How do I start and stop VCAS services? 



VCM controls the starting and stopping of services







VCM has been configured to only start the desired services (AUTO_START line) 



Commands to start and stop VCAS services::



 service vcasd start  service vcasd stop  service vcasd restart 



Other usages of VCM  /opt/vcas/platform/bin/VCM currently installed)  /opt/vcas/platform/bin/VCM  /opt/vcas/platform/bin/VCM for example:  /opt/vcas/platform/bin/VCM



–v all (shows all component versions start stop stop VCI
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System Operations Starting And Stopping VCAS Services 



How do I start and stop VCAS services? 



VLS will keep running after stopping services (service vcasd stop)







If VLS needs to be started/stopped/restarted (e.g. for a software upgrade), the following command can be used: service vcas_vlsd { start | stop | restart }







SNMP will keep running after stopping services with VCM







IF SNMP needs to be started/stopped/restarted, the following command can be used: service vcas_snmpd {start | stop | restart | status}
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System Operations .INI File Changes 



How do I activate changes to .INI files? 



Global .INI file (/opt/vcas/platform/etc/VERIMATRIX.INI)  All services have to be stopped and started  service vcasd stop service vcasd start







Common modules .INI files and Application Modules .INI files:  Only the module where the change was made needs to be restarted  VCM stop / VCM start  Examples: /opt/vcas/platform/bin VCM stop VPP /opt/vcas/platform/bin VCM start VPP
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System Operations Firewall iptables – Linux firewall    



Linux has a built-in firewall which allows to define the ports, interfaces, and protocols which are reachable on a server from the outside. The Kickstart installation provides sample configurations for iptables for different server roles, which need to be modified according to the network environment. The iptables definition file is located under /etc/sysconfig/iptables Examples for iptables definitions can be found under:



/home/vmx/iptables_examples/ Examples are provided for the following server roles: CSM, RTES, VECMG, VPP, IPTV, Oracle, OS, VARC, All-in-one 



iptables can be started, stopped, restarted, or checked with: service iptables start service iptables stop service iptables restart service iptables status







Modifying the iptables definitions requires some knowledge of the syntax, but in general existing lines can be copied and modified



2016 Verimatrix, Inc. - Company Confidential



185



System Operations iptables iptables – Linux firewall 



Entry to allow connections from other servers for the VCAS services: -A RH-Firewall-1-INPUT -m state --state NEW -m tcp -p tcp --dport 12691:12696 -j ACCEPT



-> this will allow new connections on tcp ports 12691-12696 



Entry to allow multicast streams for a RTES server: -A RH-Firewall-1-INPUT -i bond0 -p igmp -j ACCEPT This will allow IGMP traffic on interface bond0







After all rules are established, a definition to reject all other connections must be placed at the end of the iptables file: -A RH-Firewall-1-INPUT -j REJECT --reject-with icmp-host-prohibited







Comments can be added by adding the ‘–m comment’ at the end of a line -A RH-Firewall-1-INPUT -i bond0 -p igmp -j ACCEPT –m comment –comment “This is eth0 and eth2”







The next slide shows ports being used by the VCAS services. ‘Internal Server Ports’ refers to ports used between different servers running VCAS services







‘External Server Ports’ refers to ports which are used between the clients and the servers running VCAS services 2016 Verimatrix, Inc. - Company Confidential
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System Operations iptables / Ports Process



Internal Ports



VCM



TCP / 4022



VLS



UDP / 2020



VKS



TCP /12694



External Ports



TCP / 12699 - 12700



VCI



TCP / 12697 - 12698



VCI



TCP / 12686 - 12687



VCA



TCP / 12695



RTES



all Multicast IP (IGMP)



VPP



TCP / 12692



VECMG



TCP / 12704 (Simulcrypt)



VRUN



TCP / 7766 or 21



RSM



TCP / 12697 - 12700



RKE



TCP / 12697 - 12700



WSE



TCP / 8090



VSA



TCP / 8093



Oracle



TCP /1521



SNMP



UDP / 161



NTP



UDP / 123



SSH



TCP / 22
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System Operations Firewall
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System Operations iptables iptables – Linux firewall 



Depending on the server role, you need to copy the iptables example file and modify it to match the network environment in /etc/sysconfig/iptables accordingly
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System Operations SNMP SNMP – Simple Network Management Protocol 



Per-module status, statistics, configuration, and real-time event reporting







All MIBS reside on VCAS server and can be imported into Enterprise Management System  /opt/vcas/platform/etc/srconf/vcasmibs/ -> Platform MIBs  /opt/vcas/iptv/etc/srconf/vcasmibs/ -> IPTV MIBs







Definitions of all VCAS MIB objects for all VCAS components:







/opt/vcas/platform/etc/srconf/mgr/snmpinfo.dat



Example: 1.3.6.1.4.1.21247 – Verimatrix VCAS MIB identity 1.3.6.1.4.1.21247.2.1.7 – VCIServer non-leaf 1.3.6.1.4.1.21247.2.1.7.1.1.4 – VCIServer State 1.3.6.1.4.1.21247.2.1.7.1.1.5 – VCIServer Version …etc. 



Also check ‘PROD-101 VCAS SNMP Guide’
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System Operations SNMP 



SNMP – Simple Network Management Protocol 



Command-line tools to view MIB information from running MIB agents



 /opt/vcas/platform/bin/vsnmp 



Command examples: /opt/vcas/platform/bin/vsnmp/getone MIB object



– Displays information about one



/opt/vcas/platform/bin/vsnmp/getmany – Displays information about many objects 



/opt/vcas/platform/bin/vsnmp/getone -v2c 10.3.0.55 public 1.3.6.1.4.1.21247.2.1.10.1.3.2.0



vlsServerVersion.0 = VCAS VLS Rev -- 3.7.0.0/0.e1 -- Thu May 8 16:04:08 PST 2014 (eslave) @ Linux vmxbuild-rhel65.verimatrix.com 2.6.32-431.el6.x86_64 #1 SMP Sun Nov 10 18:24:36 EDT 2012 x86_64 x86_64 x86_64 GNU/Linux
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System Operations Centralized Logging 



Centralized server to collect log files from all VCAS servers   



Single log from all VCAS servers in an entire system Easier management, administration, and archival of log files Easier to troubleshoot problems on servers behind load balancers  No need to inspect log files on multiple servers



CSM 1



CSM 2



VECMG 1



VECMG 2



OMI 1



OMI 2



Log messages



Log Server VLS 2016 Verimatrix, Inc. - Company Confidential



192



System Operations Centralized Logging 



Configuration for centralized log server 



All VCAS servers:  Edit /opt/vcas/platform/etc/VERIMATRIX.INI Set LOGGER_INTERFACE_IP_ADDRESS to IP address of centralized logging server [VLS] # Network interface for message transfer # Default: 127.0.0.1 LOGGER_INTERFACE_IP_ADDRESS=







Centralized logging server:  Install kickstart and select ‘Manual Partitioning’. Assign at least 50% of disk space to /var partition 



Install VCAS Platform, but don’t start any VCAS services (VCM AUTO_START line commented out)
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System Operations Centralized Logging 



Configuration for centralized log server 



Centralized logging server 



- continued -



Edit /opt/vcas/platform/etc/VERIMATRIX.INI Set LOGGER_INTERFACE_IP_ADDRESS to IP address of Ethernet port where the server receives the log messages [VLS] # Network interface for message transfer # Default: 127.0.0.1 LOGGER_INTERFACE_IP_ADDRESS=











Edit /opt/vcas/platform/etc/VLS/VLS.INI Set MAX_LOG_SIZE= and MAX_LOG_ARCHIVE= to desired values This depends on disk space of logging server (number of files x file size)



If the iptables firewall is used, make sure it contains a rule allowing the logs to pass (port 2020, UDP) -A RH-Firewall-1-INPUT -m udp -p udp --dport 2020 -j ACCEPT
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System Operations Backup - Oracle And VCAS File System 



Backup Oracle   



 



For DG and RAC installations, Verimatrix configures automatic backup during installation (RMAN + DataPump) Runs every day, 7 backup copies are kept (configurable) Default backup location for DataGuard: Logical backup: /opt/oracle/datapump/ Physical files: /opt/oracle/fast_recovery_area/ Optional export of backup to other server / other location (DataPump) Manual backup: Login as Oracle user: su – oracle Change directory cd /home/oracle/scripts/datapump/ Run the backup script: ./export_vcas.sh The backup file can be found in the following location:



/opt/oracle/datapump/export/ The file name contains a date stamp:



vcas..dmp.gz 



Check backup functionality periodically, check timestamp on latest .dmp file!
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System Operations Backup – Oracle And VCAS File System 



Backup VCAS File System 



A built in utility can be used to backup all configured .INI files: 



Platform configuration



cd /opt/vcas/platform/ ./bin/vcas_config.sh backup=.tar 



IPTV configuration



cd /opt/vcas/iptv/ /opt/vcas/platform/bin/vcas_config.sh backup=.tar 



.tar is appended to the selected file name
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System Operations Backup - Oracle And VCAS File System 



System files which have been changed 



Manual backup required



      



/etc/hosts /etc/sysconfig/iptables /etc/sysconfig/clock /etc/localtime /etc/ntp.conf /etc/sysconfig/network /etc/sysconfig/network-scripts/ifcfg-ethX (where X is the interface #)
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System Operations Monitoring 



Recommendations for periodic monitoring: 



Disk space Command: df -h Make sure all partitions have 20% or more free disk space







CPU and memory Command: top or atop Make sure no processes use excessive memory or CPU resources
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Lesson 8 VCP – VCAS Customer Profiler (Clone Detection)



2016 Verimatrix, Inc. - Company Confidential



199



VCP What Does VCP Do? What is VCP (VCAS Customer Profiler) and what does it do? 



Collects client information to detect ‘cloned’ clients and other client irregularities or rogue clients  Examples: - 2 STBs boxes with the same MAC address but different IP addresses - VCAS clients change its IP address very frequently - VCAS clients have too many authentication or key retrieval attempts - Repeated session key errors







Provides GUI to analyze collected VCP log files:  Transaction searches  Request searches  IP Address Searches







VCP requires a VCAS license with VCP enabled (sold as an option)
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VCP VCP Components VCAS Server



Clone Detection Analyzer (PC)



VCP Log File 1



VCAS Client Devices



Clone Detection Exporting Tool 2 (CDET)



Clone Detection Analyzer (CDA)



Database



5



Graphical User Interface



3



4



Encrypt Log Files



6



Export Log Files
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VCP VCAS Server Setup What is required to setup VCP in a VCAS server?  



Enable VCP in VCM’s ‘AUTO_START’ line File location: /opt/vcas/platform/etc/VCM/VCM.INI  Configure AUTO_START line to include VCP







Apply a VCAS license which has VCP enabled







VCP log files are stored under: /var/log/vmlog/vcp.log.







Clone Detection Exporting Tool (CDET) used to compress and encrypt VCP log files  Command line tools (/opt/vcas/iptv/bin/cdet_targen.sh)  CDET.INI files used to specify path for encrypted files /opt/vcas/iptv/etc/CDET/CDET.INI







Encrypted files are manually exported, for example with SCP
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VCP Clone Detection Analyzer Tool What is required to setup a Clone Detection Analyzer?  



PC (Win, Mac, Linux) with min 100 GB free disk space Virtual Box software  https://www.virtualbox.org/wiki/downloads/







Obtain Virtual Box image for VCP/CDA from Verimatrix Global Services and import image to vBox (Machine -> Add), start virtual machine







Compatible with VCAS 3.2.1 SP2, VCAS 3.4 – VCAS 3.8







Login from browser: http://localhost:8085
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VCP Clone Detection Analyzer How are VCP log files imported?   



Select ‘Logs’ -> ‘New’ and browse to desired log file Enter password to decrypt it (password was set when file was encrypted on VCAS server Click ‘Upload’



2016 Verimatrix, Inc. - Company Confidential



204



VCP Clone Detection Analyzer How are imported files viewed?   



Select ‘Logs’ -> ‘View’ All available VCP log files are listed Logs should be periodically deleted, to conserve disk space



2016 Verimatrix, Inc. - Company Confidential



205



VCP Clone Detection Analyzer How are VCP logs analyzed?  



Select ‘Searches’ Different searches are pre-defined  Transaction searches  Example: Activity from a specific client (MAC or VDIS is required)  Request searches  Examples: Key retrieval, provisioning requests  IP address searches







Verimatrix provides these filters to analyze VCP log files







It is up to the operator to interpret the results and identify cloned client devices







For further information on Clone Detection, please consult:



‘PROD-406 VCAS Clone Detection User Guide’
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VCP Clone Detection Analyzer How are VCP logs analyzed? 



Request Search  Determine which STBs have made a specific type of request.  Ex: View all client devices that have made the GetAllChannelKeys request more than 6 times where the request was successfully made between May 20, 2014 at 7:31:40 am and May 21, 2014 at 10:44:51 pm.







Transaction Search  Display requests for a specific STB.  Ex: View all requests that have been made by the STB with the VDIS of E8BE817E83D8 between May 20, 2014 at 12:11:20 pm and May 22, 2103 at 5:00:00 pm.
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VCP Clone Detection Analyzer How are VCP logs analyzed? 



IP Search  Identify STB IP address update frequency.  Ex: View all client devices that have changed their IP address more than 5 times between May 19, 2014 at 12:00:00 am and May 20, 2014 at 11:14:19 pm.
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VCP Clone Detection Analyzer How are VCP logs analyzed?
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Lesson 9 Scalability And Redundancy
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Scalability And Redundancy Goals Of Redundancy 



Goals of redundancy 



Maximum uptime (High Availability)  No single point of failure  No bottlenecks  Resilient network architecture  Enhanced reliability achieved with full redundancy







Minimum switchover interruption  Automatic failure detection  Fast switchover from active to standby  Monitoring and alarm reporting system (i.e. SNMP) for fast recovery







Methods of redundancy  Passive redundancy  Excess capacity to reduce impact of component failure  Active redundancy  Active monitoring of devices, voting logic to switch from active to standby device







-> Verimatrix deploys a mixture of active and passive redundancy
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Scalability And Redundancy Goals Of Scalability 



Goals of scalability 



Ability to accommodate growth  Adding additional capacity without major network redesign  Cover increased (peak) load  Plan for future growth (start small, scale big)







A scalable system allows to easily add capacity by adding hardware and software  Subscriber growth, adding more live channels and VoD assets  Performance improvements







Methods of scalability  Functional scalability  Ability to add additional functionality with minimal effort  Performance scalability  Ability to add additional capacity with minimal effort  Geographic scalability  Ability to maintain performance and usability regardless of expansion across a distributed geographic pattern







-> Verimatrix applies a mixture of these scalability methods
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Scalability And Redundancy Adding Redundancy And Capacity 



How can redundancy be added to a VCAS system? 







Each server role is designed to be operated in a fully redundant network  Active or passive redundancy for different server roles (details to follow later in this lesson)  Use of load balancers to distribute load between servers  Use of voting logic



How scalable is a VCAS system? 



VCAS components scale almost indefinitely by adding hardware and/or software  A detailed look at each component (server role) will follow on the next slides







-> VCAS systems have been deployed on as little as a single server in a 35-room hotel, with the largest deployments running on as many as 100 servers and serving over 3 million subscribers.
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Scalability And Redundancy Server Roles 



How is redundancy added to each VCAS server role? 



CSM  Multiple CSMs can be run in parallel, for capacity and redundancy







OMI  Multiple OMIs can be run in parallel, for capacity and redundancy







VEM  Multiple VEMs can be run in parallel, for capacity and redundancy







RTES  1:1 redundancy  Multiple RTES servers can be added for capacity







VECMG  1:N redundancy, controlled by external mux/scrambler







Database  Redundant database architectures from Oracle  RAC (active-active)  DataGuard (active – passive)
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Scalability And Redundancy CSM 



CSM Scalability       







Stateless components for linear scalability Load balancers monitor pool of CSMs via SNMP Clients send requests to the Virtual IP (VIP) of the load balancers, which distribute them among the CSMs in the pool In case of a failure, defective CSM is removed from the load balancer pool Up to 750,000 IPTV clients handled by a single CSM Worst case scenario is a power outage, and all clients boot simultaneously when power is restored Time to boot 750k clients with one CSM is ~ 5 min.



CSM redundancy  



1:n redundancy Add one more CSM to the pool than required by number of clients (this excess capacity provides redundancy)







Example:



IPTV network with 1.5 Million clients 1500k / 750k = 2 CSMs Add 1 CSM for redundancy Total: 3 CSMs
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Scalability And Redundancy CSM



Load balancers form a virtual IP (VIP) Clients connect to this VIP for boot and key requests
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Scalability And Redundancy Load Balancer 



Load Balancer:   







Modules the LB must monitor:   







Monitors CSMs via SNMP Disables a CSM when a failure is detected Avoid single point of failure by deploying redundant load balancers



VCI VCA VKS



SNMP OIDs to monitor: 1.3.6.1.4.1.21247.2.1.2.1.1.4.0 1.3.6.1.4.1.21247.2.1.7.1.1.4.0 1.3.6.1.4.1.21247.2.1.8.1.1.4.0



vcaState.0 = up(1) vciState.0 = enable(1) vksState.0 = enable(1)



If xxxState=0 or NULL, service is unavailable, remove from load balancer pool If xxxState=1, services is up / available, add to load balancer pool Recommended poll interval: ~5 seconds
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Scalability And Redundancy OMI How do I scale OMI for redundancy and capacity?



D BC O O



BC



AP SO



SO AP



JD BC



JD







AP







SO



 



Multiple OMI instances can be added for redundancy, each OMI instance processes messages independently Load balancers control distribution Up to VCAS 3.6, OMI used ‘sessions’ that couldn’t be load balanced, so the LB had to be configured ‘session aware’ or ‘sticky’ If an OMI instance reports back an error, or is not responding at all:  SMS server can send message to another OMI instance All OMI’s in a VCAS system read/write from ONE database only.



AP







SO
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Scalability And Redundancy VEM 



How do I scale VEM for redundancy and capacity?  



Multiple VEMs can run in parallel for capacity. Multiple VEMs can run in parallel for redundancy.



 



1:n redundancy One VEM can encrypt approx. 1GB/min, this results in approx. 10 feature length movies per hour (SD). VoD Ingest server will have to control distribution of assets between VEMs All VEM servers will send encrypted assets to VoD Streaming Server
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Scalability And Redundancy VEM
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Scalability And Redundancy RTES 



How do I scale RTES for redundancy and capacity?      



 



VARC control RTES redundancy 1:1 active-active redundancy, 1 active RTES and 1 backup RTES in each cluster VARC is installed on a separate server, and can monitor up to 64 RTES clusters All RTES servers (active and backup) receive Multicast input streams (channels) and encrypt them Both RTES servers in a cluster have identical channel keys for encryption VARC controls Multicast output streams on RTES servers, only the streams of one RTES are sent to the IPTV network One RTES can encrypt up to 800 Mbps of total throughput (combined bandwidth of all channels) Maximum throughput depends on NIC card installed. Only Intel I340-T2 and PRO1000 guarantee 800 Mbps total throughput (was 600 Mbit/s prior to VCAS 3.7)
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Scalability And Redundancy RTES With VARC
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Scalability And Redundancy VECMG 



How do I scale VECMG for redundancy and capacity?  



Redundancy is controlled by the mux, it initiates the request for ECMs to VECMG The amount of channels to be encrypted depend on the mux capacity



 



Multiple muxes can be connected to one VECMG A single mux can be connected to multiple VECMGs



 



1:n redundancy Active/standby control is in the mux
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Scalability And Redundancy VECMG
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Scalability And Redundancy EMMG 



How do I scale EMMG for redundancy and capacity?



 



Multiple muxes can be connected to one EMMG EMMG delivers all EMMs to all muxes, only active muxes will insert EMMs into streams Communication between primary and backup EMMG Only primary EMMG sends EMMs to mux(s)







1:n redundancy
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Scalability And Redundancy EMMG
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Scalability And Redundancy Distributed Headend 



What is a Distributed Headend? 



Entire headend is replicated in one or more alternate locations  All VCAS servers replicated in backup headend  Database setup (RAC or Data Guard replicated in backup headend



  



Geographic redundancy Disaster recovery Oracle Data Guard synchronizes databases between locations







1:n redundancy
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Scalability And Redundancy Distributed Headend Geographic redundancy: 2 RAC instances in different locations can be connected and synchronized via Data Guard
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Scalability And Redundancy NIC Bonding 



NIC Bonding provides an additional level of redundancy on each VCAS server     



Two physical NIC cards are bonded together as a single IP address Failure of a NIC card is transparent to other network devices Provides protection for switch failure as well NIC bonding is configured in Red Hat Linux Instructions can be found in Global Services Knowledge Base







Recommended configuration:  Connect the 2 eth ports to two different switches  Set bonding mode = active-backup
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Scalability And Redundancy Building A VCAS For IPTV Network 



Now let’s build a VCAS For IPTV Network! 



Requirements:  Fully redundant  Up to 2 Million clients  100 SD channels @ 4 Mbps  100 HD channels @ 8 Mbps  Linear broadcast (Multicast) encryption with RTES  20 VoD movies ingested per day  OMI connection to redundant SMS servers
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Scalability And Redundancy Building A VCAS For IPTV Network 



Calculations to find correct number of servers 



CSM  2000k clients / 750k =3 CSMs  Add 1 CSM for redundancy = 4 CSMs







OMI  2 OMI instances for redundancy (active/standby) = 2 OMIs







Database  2 database servers for redundancy (Oracle Data Guard) = 2 Database







RTES  100 SD channels @ 4 Mbps = 400 Mbps  100 HD channels @ 8 Mbps = 800 Mbps  400 Mbps + 800 Mbps = 1200 Mbps  1200 Mbps / 800 Mbps = 2 RTES  Add 1:1 redundancy (2 + 2) = 4 RTESs  For redundancy control: 1 VARC







VEM  20 new assets a day can be handled by 1 VEM (10 assets / h)  Add 1 VEM for redundancy = 2 VEMs
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Scalability And Redundancy Building A VCAS For IPTV Network
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Scalability And Redundancy Building A VCAS For IPTV Network 



And which modules have to be enabled on which servers?  Modules enabled per server config



CSM 1 CSM 2 CSM 3 CSM 4 OMI 1 OMI 2 DBS 1 DBS 2 RTES 1a RTES 1b RTES 2a RTES 2b VARC VEM 1 VEM 2



VCM X X X X X X



VLS X X X X X X



VKS X X X X



VCI X X X X



VCA X X X X



VSA



RTES



VPP



WSE



DBS



VARC



X X



X X



X X X X X X



X X X X



X X X X X



X X



X X



X X



2016 Verimatrix, Inc. - Company Confidential



233



Scalability And Redundancy Building A VCAS For IPTV Network 



And what happens if this customer is successful, and the network starts growing? 



CSM  CSM servers can be added to the pool at any time  For each additional 750k clients, a CSM server will be added







OMI  OMI will remain with 2 instances (active/backup)







Database  The database architecture can be changed to Oracle RAC  RAC provides greater capacity and increased redundancy  Additional storage array required







RTES  Additional RTES clusters can be added at any time  For each additional 800 Mbps of total stream bandwidth, a RTES cluster will be added  1 VARC server can control up to 64 RTES clusters







VEM  Additional VEM servers can be added at any time
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Scalability And Redundancy Building A VCAS For IPTV Network 



Lets build another network 



☺



Requirements:  Fully redundant  Up to 4 million clients  250 SD channels @ 4 Mbps  200 HD channels @ 8 Mbps  Multicast encryption with VECMG  EMM functionality  300 VoD movies ingested per day  OMI connection to redundant SMS servers
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Scalability And Redundancy Building A VCAS For IPTV Network 



Calculations to find correct number of servers 



CSM  4,000k clients / 750k =6 CSMs  Add 1 CSM for redundancy = 7 CSMs







OMI  2 OMI instances for redundancy (active/standby) = 2 OMIs







Database  2 database servers for redundancy (Oracle RAC) + Storage Array  = 2 Database servers + Storage Array







VECMG  Mux handles encryption, bandwidth is irrelevant for VECMG  2 VECMG instances for redundancy = 2 VECMGs  EMMG will be installed on each VECMG server







VEM  300 new assets a day = 12.5 assets / hour  1 VEM handles approx. 10 assets / hour. -> 2 VEMs are required  Add 1 VEM for redundancy = 3 VEM
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Lesson 10 System Upgrade
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System Upgrade Process 



Typical steps for a VCAS System Upgrade



Planning



•Establish a project plan •Read the Release Notes •Verify interoperability of new VCAS release with ecosystem •Schedule resources, schedule maintenance window



•Load VCAS release onto servers •Import configuration from active VCAS release



Staging



Upgrade



•Upgrade Operating System •Backup database •Activate new release, install licenses if required •Upgrade database with SQL script •Functionality test
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System Upgrade New VCAS Releases 



Verimatrix supplies new VCAS releases containing: 



VCAS releases file in .rpm format  Contains actual release and database upgrade scripts Example:



vcas_platform_3.8.1.0-3.8.1.0.a3.22-0.el6.x86_64.rpm vcas_iptv_3.8.1.0-3.8.1.0.a2.19-0.el6.x86_64.rpm 



Platform and IPTV can be upgraded separately, as long as the major release is identical. If a new major release is installed, both Platform and IPTV must be upgraded at the same time (i.e. 3.7.1.0 to 3.8.1.0)







PROD-05 VCAS Upgrade Guide







Release notes containing:  Explanation of new features  Bug fixes







New licenses (required for upgrades from VCAS 3.3/3.4/3.5 to VCAS 3.8 or higher)







This chapter is based on an upgrade from VCAS 3.7 to 3.8
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System Upgrade Planning 



A well planned System Upgrade is the key to success! 



Prepare a project plan and timeline  Share with staff and Verimatrix  Include a worst case scenario (rollback to old release)







Familiarize yourself with the Release Notes of the new VCAS release  New features  Bug fixes  Database upgrade required? (Only certain upgrades require it)  Requirements







Obtain new licenses required for upgrades from VCAS 3.3/3.4/3.5 to VCAS 3.8 and higher







Verify interoperability of the ecosystem with new VCAS release (e.g. MW, VoD, STB, etc.). Are there changes in the SOAP API for OMI?







Schedule the resources required for the upgrade (internal and from Verimatrix)







Schedule maintenance window for upgrade (Verimatrix can assist in determining how much time is required)
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System Upgrade Staging 



Staging eliminates downtime during the upgrade 



A new VCAS release can be copied onto the servers and prepared for the actual upgrade  New release is on the server, but inactive  Allows time to configure the new release without system downtime







A script reads configured parameters in all .INI files in the active release, and configures all .INI files of the new release with the identical parameters  Files cannot be copied, as new .INI files may contain new parameters



VCAS Server Active Release VCAS 3.7



Staged Release VCAS 3.8
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System Upgrade Upgrade 



A VCAS system upgrade is executed in a maintenance window, as downtime is required       



Backup database Stop VCAS services Install license Activate new release Apply SQL database upgrade script (if required) Start VCAS services Test functionality (Broadcast, VoD, STB reboot, entitlements etc.)



VCAS Server Backup Release VCAS 3.7



Active Release VCAS 3.8
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System Upgrade Step-By-Step 



Operating system upgrade 



Red Hat 6.3/6.4 to Red Hat 6.5  VCAS 3.5 is based on RHEL 6.4, and VCAS 3.6 to VCAS 3.8 are based on RHEL 6.5.  RHEL upgrade scripts and packages are included with VCAS Kickstart 3.8  Kickstart 3.8 also includes patches for known OS vulnerabilities:  GHOST, ShellShock, POODLE, NTP, openssl-1.0.1e etc. 



 



Upgrade instructions: mkdir /mnt/kickstart Upload 3.8 kickstart .iso file to /home/vmx mkdir /opt/3.8KS move the 3.8KS from /home/vmx to /opt/3.8KS: mv /home/vmx/vcas_kickstart_6.5.1.0-1-9.a3.iso /opt/3.8KS mount -o loop /opt/3.8KS/vcas_kickstart_6.5.1.0-1-9-a3.iso /mnt/kickstart/ cd /mnt/kickstart/scripts Run this update script: ./update_installation Reboot the server



The result will be a VCAS server with RHEL 6.5 and the latest patches installed Run this update even if upgrading from VCAS 3.7, as it applies important OS patches 2016 Verimatrix, Inc. - Company Confidential
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System Upgrade Step-By-Step 



The next slides will provide Step-by-Step instructions to upgrade a VCAS server 



The steps are identical for each server role with the following exception:  Database SQL scripts are applied to Database servers only  Applied to standalone database server  Applied to active server in DataGuard  Applied to any one node in RAC
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System Upgrade Step-By-Step 



Copy new VCAS Platform software and install it 



Copy VCAS Platform software file to /home/vmx/ This can be done using WinSCP Move VCAS Platform .rpm file to /opt/vcas-store/rpms/ mv /home/vmx/.rpm /opt/vcas-store/rpms/ Install VCAS Platform software with the yum command: cd /opt/vcas-store/rpms/ yum install .rpm



Platform Install



Setup



Activate



Example: vcas_platform_3.8.1.0-3.8.1.0.a3.22-0.el6.x86_64.rpm 



This will create the entire file structure used for the VCAS Platform services
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System Upgrade Step-By-Step 



Copy new VCAS For IPTV software and install it 



Copy VCAS For IPTV software file to /home/vmx/ This can be done using WinSCP Move VCAS For IPTV .rpm file to /opt/vcas-store/rpms/ mv /home/vmx/.rpm /opt/vcas-store/rpms/



VCAS IPTV Install



Setup



Install VCAS For IPTV software with the yum command: cd /opt/vcas-store/rpms/ yum install .rpm



Activate



Example: vcas_iptv_3.8.1.0-3.8.1.0.a2.19-0.el6.x86_64.rpm







This will create the entire file structure used for the VCAS IPTV services
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System Upgrade Step-By-Step 



Setup configuration files







Existing configuration from previous release can be imported 



Run the following commands to read the active configuration, and import it to the new release Example to import configuration from VCAS 3.7.1.0 (active) into VCAS 3.8.1.0:







Platform configuration import cd /opt/vcas-3.8/ ./platform-3.8.1.0/bin/vcas_config.sh



active cd=platform-3.8.1.0







IPTV configuration import cd /opt/vcas-3.8/ ./platform-3.8.1.0/bin/vcas_config.sh active cd=iptv-3.8.1.0







This will create all required .INI files and import the active configuration from version 3.7







The active configuration will be merged into the .INI files in VCAS 3.8
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System Upgrade Step-By-Step 



Setup Platform configuration files 







If there are conflicts, the user will be informed (list of files with conflicts will be displayed) This could happen if a parameter in an active .INI file is set to something else than default, and the same parameter in the new release .INI file is set to a different value. After the conflict is manually resolved, a check utility is available to check that conflicts don’t exist anymore: cd /opt/vcas-3.8/platform-3.8.1.0 ./bin/vcas_config.sh check cd ../iptv-3.8.1.0 ../platform-3.8.1.0/bin/vcas_config.sh check
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System Upgrade Step-By-Step 



At this point the new VCAS release is staged and ready to be activated 



Just before the maintenance window for the upgrade starts, backup the database. The instructions below are for a standalone database server. Contact Global Services for DataGuard and RAC backup procedures. su – oracle cd /home/oracle/scripts/datapump/ ./verimatrix_expdb.sh The backup file and log are written to:



/opt/oracle/datapump/export/ 



The backup file name contains a date stamp:



vcas..dmp.gz 



Export a copy of the backup file to another server or PC (backup copy)
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System Upgrade Step-By-Step 



Once the maintenance window starts, perform the actual upgrade 



Shutdown all VCAS services su – Password: service vcasd stop service vcas_vlsd stop service vcas_snmpd stop Verify all services are stopped: /opt/vcas/platform/tools/vcas_info.sh
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System Upgrade Step-By-Step 



Install VCAS license 



License



A new license will be required for VCAS 3.8 Move license to /opt/vcas-store/rpms/ mv /home/vmx/.rpm /opt/vcas-store/rpms/



Install



Install the VCAS license file with the yum command: cd /opt/vcas-store/rpms/ yum install .rpm Example: yum install vcas_license_for_TelcoABC_04MAR2013_04JAN2021_CSM01-2-1.noarch.rpm







This will install the license file and activate the license. Licenses can be seen under /opt/vcas-store/licenses/, a link indicates the active license. The last installed license is always linked (active):



[root@csm1 lrwxrwxrwx -rw-r--r--rw-r—-r–-



vcas]# 1 root 1 vcas 1 vcas



ls -ll /opt/vcas-store/licenses/ root 59 Feb 8 14:25 vcas_license_current -> TelcoABC_04DEC2015_04JAN2021_CSM01.LIC vcas 2775 Jan 14 21:32 TelcoABC_04JAN2012_04JAN2018_CSM01.LIC vcas 2854 Mar 4 12:21 TelcoABC_04DEC2015_04JAN2021_CSM01.LIC
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System Upgrade Step-By-Step 



Activate VCAS Platform services 



Run the following command to activate the VCAS Platform services: cd /opt/vcas-3.8/platform-3.8.1.0/bin ./vcas_activate_platform.sh



Platform Install



Setup







This will activate the VCAS 3.8 Platform services. A link indicates the active VCAS Platform version:



[root@csm1 [root@csm1 lrwxrwxrwx drwx-----drwx-----



certs]# cd /opt/vcas vcas]# ls -ll 1 vcas vcas 16 Dec 13 vcas vcas 4096 Feb 11 vcas vcas 4096 Dec



Activate



4 14:28 platform -> platform-3.8.1.0 8 11:24 platform-3.7.1.0 4 14:26 platform-3.8.1.0



The vcas_info.sh command will also display the active VCAS Platform version: /opt/vcas/platform/tools/vcas_info.sh
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System Upgrade Step-By-Step 



Activate VCAS IPTV services 



Run the following command to activate the VCAS IPTV services: cd /opt/vcas-3.8/iptv-3.8.1.0/bin ./vcas_activate_iptv.sh



VCAS IPTV Install



Setup







This will activate the VCAS 3.8 IPTV services. A link indicates the active VCAS IPTV version:



[root@csm1]# cd /opt/vcas [root@csm1 vcas]# ls -ll lrwxrwxrwx 1 vcas vcas 22 Dec drwx------ 6 vcas vcas 4096 Feb drwx------ 5 vcas vcas 4096 Dec







Activate



4 14:53 iptv -> /opt/vcas/iptv-3.8.1.0 8 14:25 iptv-3.7.1.0 4 12:22 iptv-3.8.1.0



The vcas_info.sh command will also display the active VCAS for IPTV version: /opt/vcas/platform/tools/vcas_info.sh
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System Upgrade Step-By-Step 



Database upgrade 



A database upgrade might be required, check the Release Notes for details







The database upgrade is only applied to the database servers  For standalone database servers, upgrade is applied to standalone server  On DataGuard installations, the upgrade is only applied to the active database server  For RAC installations, the upgrade can be applied to any database node
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System Upgrade Step-By-Step 



Database upgrade - continued 



The database upgrade script is applied with a command which has multiple options.  The ServiceName (-s) and password (-p) must be specified (defaults are ‘vcas’ and ‘verimatrix)  The upgrade script name must be specified  The path to oradata and to the logfile must be specified  Begin version must be specified (current version on VCAS server)  Target version can be specified, if not, it will default to the latest version







Similar to the upgrade scripts, there is also a rollback script, it can be used if a downgrade is required
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System Upgrade Step-By-Step 



Database upgrade - continued 



Run the upgrade script with the following syntax: cd /opt/vcas-3.8/platform-3.8.1.0/sqlscripts/oracle/ source ~oracle/.bash_profile ./update_db.rb –s -p -d -b -t where: - s - p - d - b - t



Oracle Service Name Oracle System Password Path to oradata directory Begin version Target version



Example: ./update_db.rb –s vcas -p verimatrix -d /opt/oracle/oradata –b 3.7 –t 3.8 (command needs to be entered on one line)
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System Upgrade Step-By-Step 



Derby database is no longer in VCAS 3.7 



When upgrading from a version earlier than 3.7, the below upgrade needs to be executed







Derby Database content is migrated to Oracle  VCAS GUI users, users roles, audit trail, system events







Run this upgrade script on only one server where WSE is running (normally OMI server) cd /opt/vcas-3.8/platform-3.8.1.0/sqlscripts/oracle/ source ~oracle/.bash_profile ./update_db.rb -s vcas -o localhost -w /opt/vcas3.6/platform/wse/database/rem (command needs to be entered on one line)
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System Upgrade Step-By-Step 



Start VCAS services and check log for errors 



Start VCAS services service vcasd start ps –u vcas







Check if desired services started







Check log for errors  Depending on the upgrade sequence of the different servers, certain errors might appear (i.e. starting an upgraded RTES server which connects to a CSM that hasn’t been upgraded) tail –f /var/log/vmlog/Verimatrix.log Login to GUI with a browser: https://:8090/ui
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System Upgrade Step-By-Step 



Check system functionality 



After all servers have been upgraded, check the entire system for functionality      



Check broadcast channels on a STB Rent a VoD asset on a STB Entitle a STB for more or less channels in the MW, and check the channels Reboot a STB and check video Check GUI functionality Run any other tests required
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Lesson 11 Troubleshooting
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Troubleshooting Where Do I Look First? 



How do I start troubleshooting if something doesn’t work? 



Top down  Start at the top, and work your way down  Identify VCAS server(s) displaying the problem  Identify module(s) in a VCAS server which are affected  Examine VCAS log files for detailed information about the issue







Use     



built-in Linux troubleshooting tools * ‘tcpdump’ to print or save input/output of a port ‘ping’ and ‘trace route’ to check network connectivity ‘netstat’ to check network connections (netstat –na, netstat –gn) ‘top’ to check memory and CPU use ‘grep’ and ‘tail’ to examine log files







Use    



external troubleshooting tools * Wireshark to inspect IP packets TSReader to analyze MPEG streams VLC to play back video streams ViewRight Desktop to play back encrypted video streams







* Troubleshooting tools were covered in the ‘VCAS Platform’ course
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Troubleshooting VCAS Log Files 



Where are the VCAS log files located? 



Main VCAS log files are located under:







/var/log/vmlog/    







File named Verimatrix.log is the file currently being written to The higher the number at the end of log file, the older the log file Consult ‘PROD-407 VCAS Log Messages Guide’ Files named wse.log and vsa.log contain specific logging information for those modules, mainly activity from the OMI SOAP interface



Log files can be analyzed on the server with built-in Linux tools, or they can be copied to a PC for further investigation
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Troubleshooting VCAS Log Files 



What are the first commands I should use to analyze log files? 



Use    



‘grep’ to filter the log file To find a specific MAC address or ClientID To see all messages of a specific module To display only log messages indicating an error To search for a specific error message







Examples:  grep 001E43A7F23B Verimatrix.log  grep VKS Verimatrix.log  grep –w E Verimatrix.log







For sporadic errors, grep all log files:  grep 001E43A7F23B Verimatrix.*
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Troubleshooting VCAS Log Files 



What are the first commands I should use to analyze log files? 



Use ‘tail -f’ to look at a log file in real time  Can be combined with ‘grep’ for filtering  Helpful to see log messages in real time while doing a specific test







Examples:  tail –f  tail –f  tail –f  tail –f



Verimatrix.log Verimatrix.log | grep VKS Verimatrix.log | grep 001E43A7F23B (STB MAC address) Verimatrix.log | grep –w E (or any other severity level)
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Troubleshooting Common Scenarios 



My STB(s) has a black screen. What could be the issue? 



Things to check:  Are the STB and the VCAS servers time synced?  Check NTP sync, check time stamps in log files 



Is the boot server in the STB configured correctly?







Is the client.ini under VCI configured correctly?  Company name  Check IP:port for VCI and VKS  Does STB have min. VR version specified under MIN_CLIENT_VERSION







Can the STB reach the CSM server?  Ping the STBs IP from the CSM, ping the CSM from the STBs subnet  A Firewall could block STB communications on ports 12686, 12687, 12697 to 12700







Does the CSM server have enough available client licenses?  Check GUI home screen  Check CSM log for ‘license’
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Troubleshooting Common Scenarios 



My STB(s) has a black screen. What could be the issue? - continued 



Check the log for activity of this STB in the CSM log  grep Verimatrix.log







Reboot the STB and monitor the log  tail –f Verimatrix.log | grep 



 Check for SSL errors, for example:  11/03/2014 12:52:59.943 - rtes2iptv.verimatrix.com - VCI VCAS021562 - I - S:5CF3FC0CD9C8 - [18733]ReleaseCallback: Closing connection to peer: 10.5.0.83 43934, due to SSL accept failure
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Troubleshooting Common Scenarios 



My STB(s) has a black screen. What could be the issue? - continued 



If SSL errors are detected, it is caused by:  NTP time sync  Company name doesn’t match between STB and VCAS server  Mutual Authentication enabled in VCI.INI and VR client is a VR 2.x  The certificate in the STB is corrupted - Factory reset the STB. (STB will request a new certificate after reboot)  If a Load balancer is in the setup, the STB connects to the Load balancer. The LB probes the pool of CSM servers. Once the LB connects to the server, it sends incomplete data and closes the connection.  Network issues (connectivity, firewall etc.)







Inspect the STB log file for Verimatrix specific errors  Log file access depends on STB, normally disabled for production
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Troubleshooting Common Scenarios 



All encrypted channels are down. What could be the issue? 



Check the CSM’s and RTES’s or VECMG’s Verimatrix.log for errors  grep –w E Verimatrix.log







Check if VCAS services are running on CSM, OMI, and RTES or VECMG  ps –u vcas  List of services will be displayed (services depend on server role)







If RTES is used, use tcpdump to check for ingress and egress streams  tcpdump –i ethX (where X is the Eth port for ingress or egress)  Check for packets of multicast IP addresses of the channels  Is there input and no output? Is there no input either?  Check VARC to see which RTES is active and which is standby







Check database connections on CSM (grep for Oracle port)  netstat –na | grep 1521  A list of connections in ‘ESTABLISHED’ state should be displayed
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Troubleshooting Common Scenarios 



Video doesn’t display correctly. Could it be a VCAS related issue? 



If entire picture is scrambled, it could be a VCAS related issue (see next page for an example)  Start doing what we learned so far, troubleshoot ‘top down’  Analyze the log files of each VCAS server  Check a STB log file







If part of the picture is displayed correctly, encryption/decryption is most likely ok  Could be caused by packet loss in network  Could be caused by STB issues







Compare an encrypted channel to an unencrypted channel  Same issues?  If yes, it is not VCAS related  If no, it could be a bandwidth issue on RTES  Check total throughput of RTES (Eth ports for input and output) (more detail about how to check it in 2 pages)
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Troubleshooting Common Scenarios Encryption (no decryption keys)



Macroblocking



VS



(STB or network issue)
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Troubleshooting Common Scenarios 



Checking RTES throughput  







RTES total throughput is limited to 800 Mbps. If this limit is exceeded, picture quality will suffer due to packet loss RTES can handle 800 Mbps of clear input streams (total bandwidth of all channels assigned to this RTES server). Output bandwidth is slightly higher, due to ECM insertion RTES total throughput can be measured with a tool called ‘atop’  Works like ‘top’ but displays additional information, such as total bandwidth use of each Ethernet port 



Execute with command ‘atop’
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Troubleshooting Common Scenarios 



atop
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Troubleshooting Common Scenarios 



Database connection  



If any IPTV server (CSM, VEM, OMI, RTES, VECMG etc.) is unable to reach the Oracle database, VCAS services won’t be able to function Check log files for database connection errors from VCAS modules:



12/21/2015 21:37:13.296 - CSM01 -VPP - VCAS000200 - W - S:001A64669458 - [3097]Connect: Connection to database server specified in ODBC DSN verimatrix failed. 12/21/2015 21:37:13.296 – CSM01 - VPP - VCAS000265 - W - S:001A64669458 [3097]StartPool: Failed to inialize Database Connecion, retrying...







This error message indicates an ODBC connection issue. Root causes can be:  Physical connection issue (network, switch, firewall, cabling etc.)  Database not available (down or stopped)  /opt/vcas/platform/odbc/odbc.ini is not setup correctly, i.e. wrong host name or Oracle Service Name  Host name used in odbc.ini cannot be resolved (check /etc/hosts)  After a hostname change, update the following files under Oracle: /opt/oracle/product/11.2.0/db/network/admin/listener.ora /opt/oracle/product/11.2.0/db/network/admin/tnsnames.ora







For other SQL errors, enable ‘SQL_DEBUG’ in the global VERIMATRIX.INI and monitor the log for more detailed database related messages 2016 Verimatrix, Inc. - Company Confidential
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Troubleshooting Common Scenarios 



What errors are logged if OMI declines a request from a client? 



If a VR client is not entitled in OMI for an asset it is trying to play back, the following error will be observed in the Verimatrix.log file:



10/08/2014 09:49:01.567 – CSM01 - VKS - VCAS001880 - I - S:E41F136B77AC [6356]PreSessionKeyUpdate: 1155 client version detected 10/08/2014 09:49:01.568 – CSM01 - VKS - VCAS002000 - I - C:nULutKuHXlZfjqCRNkLN2R69+D4= [6787]Dispatch: Processing GetCurrentChannelKeys request for client (172.20.254.201 56743) : 1 in progress - max 100 10/08/2014 09:49:01.568 – CSM01 - VKS - VCAS050695 - D - C:nULutKuHXlZfjqCRNkLN2R69+D4= [6789]GetAuthorizedChannels: Retrieving authorized content list from DRMCallback 10/08/2014 09:49:01.568 – CSM01 - VKS - VCAS006350 - I - C:nULutKuHXlZfjqCRNkLN2R69+D4= [6789]authorizeDevice: Attempting to authorize device [nULutKuHXlZfjqCRNkLN2R69+D4=], authenticator [] 10/08/2014 09:49:01.569 – CSM01 - VKS - VCAS006355 - E - C:nULutKuHXlZfjqCRNkLN2R69+D4= [6789]authorizeDevice: Unable to get Device by Network Device Id: nULutKuHXlZfjqCRNkLN2R69+D4= 10/08/2014 09:49:01.569 – CSM01 - VKS - VCAS006245 - E - C:nULutKuHXlZfjqCRNkLN2R69+D4= [6789]GetAuthorizedContent: Failed to authorize device for nULutKuHXlZfjqCRNkLN2R69+D4= NOT Authorized for channels







ClientID is identified:  Check SMS for this ClientID, make sure it is entitled correctly
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Troubleshooting Common Scenarios 



File ownership 



All files under /opt/vcas/ and /opt/vcas-store/ must be owned by group and user vcas. This is automatically set during installation. If files are copied to /opt/vcas/ or /opt/vcas-store/ after installation (i.e. patch is applied), the command below must be run







Set the file ownership recursively for the VCAS software, so all files are owned by user and group vcas: cd /opt/ chown -R vcas:vcas vcas chown -R vcas:vcas vcas-store



drwx------. 2 root drwxrwsr-x. 10 oracle drwxr-xr-x. 3 root lrwxrwxrwx 1 vcas drwx-----7 vcas drwxr-xr-x. 6 vcas



root 16384 Mar 28 14:18 lost+found dba 4096 Mar 28 15:05 oracle root 4096 Mar 28 15:05 ORCLfmap vcas 8 Dec 12 16:52 vcas -> vcas-3.8 vcas 4096 Dec 12 14:52 vcas-3.8 vcas 4096 Mar 28 12 14:27 vcas-store
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Troubleshooting Verimatrix Global Services 



Well, I checked everything I learned in this course, but I still can’t resolve the issue. What now? 



Check the VCAS For IPTV documentation:



     



‘PROD-00: VCAS Installation Guide’ ‘PROD-102: VCAS for IPTV and DVB Hybrid Configuration Guide’ ‘PROD-101: VCAS SNMP Guide’ ‘PROD-105: VCAS Configuration File Reference’ ‘PROD-201 VCAS for IPTV Deployment Guide’



The documentation is part of the VCAS For IPTV release
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Troubleshooting Knowledge Base 



So what do I do if still can’t find the source of my issue?







Check the Global Services ‘Knowledge Base’ 



Solutions to commonly experienced problems are listed on Global Service’s ‘Knowledge Base’







Requires username/password to Customer Care Web Portal  For first time login, contact [email protected] and ask for a username/password for the Web Portal







Go to www.verimatrix.com, and click on ‘Customer Care’ in the top left corner or go directly to: http://www.verimatrix.com/customercare/  Login with your login/password  Click on ‘Knowledge’
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Troubleshooting Knowledge Base 



So what do I do if still can’t find the source of my issue?







Check the Global Services ‘Knowledge Base’



- continued -







Type your question or problem description in the ‘Search’ box







Filter by ‘Product’, ‘Version’, and ‘Article Type’







For example search ‘How To’ articles in ‘VCAS Platform’ ‘Version 3.7’
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Troubleshooting Knowledge Base 



So what do I do if still can’t find the source of my issue?







Check the Global Services ‘Knowledge Base’ - continued 



A list of matching articles will be displayed







Chose the article best matching your problem
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Troubleshooting Knowledge Base 



So what do I do if still can’t find the source of my issue?







Check the Global Services ‘Knowledge Base’ - continued 



Rate the article if it was helpful
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Troubleshooting Verimatrix Global Services 



Well, I checked the manual, the Knowledge Base, and troubleshooting tips in this course, but I still can’t resolve the issue. What now?







Contact Verimatrix Global Services







Verimatrix Customer Care Portal http://www.verimatrix.com/customercare Online case creation Online case monitoring Add comments Attach log files Attach dump and info files (explained on next page) Report VCAS version







First time Customer Care Portal Usage:  Send an email with your name and company name to: [email protected]







All cases & comments notify entire team and trigger escalations within SLAs
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Troubleshooting Tools 



Is there anything which can help Verimatrix’s support staff to find my problem quick?







VCAS dump 



A built-in tool gathers all relevant information, versions, log files from the server







Run the tool, and attach the output to any case you create /opt/vcas-3.8/platform-3.8.1.0/tools/vcas_dump.sh Output file: -.tar.bz2 Example: csm1-20141204093407.tar.bz2







Another tool displays installed components:  /opt/vcas-3.8/platform-3.8.1.0/tools/vcas_info.sh  Copy output into .txt file and attach as well
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Troubleshooting 7 x 24h Emergency Hotline When do I use the 7 x 24h telephone emergency hotline? 



In case of an outage which affects > 5% of live clients (P1)







Automatic escalation to operations management and senior staff incl. CEO







Disruptive to support staff, please use only in case of an emergency







Use it, but don’t abuse it!!



24/7 Global Services Telephone Hotline USA & Canada: +1 (800) 574-3856 International: +1 (858) 764-5300 Average Response Time < 15 minutes All calls logged & recorded
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Lesson 12 Course Survey
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Course Survey Please Provide Some Feedback



Please click the link below (or copy and paste it to a browser) and provide us some feedback about the course you just completed. It takes only 5 minutes



http://news.verimatrix.com/acton/form/4253/0051:d-0001/0/index.htm
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Thank you!



Dank U



 Asante



谢谢 با تشکر از شما



Merci ďakujem



शुया



Tak



2016 Verimatrix, Inc. - Company Confidential



286





 View more...



Comments






















Report "VCAS+for+IPTV+3.8"






Please fill this form, we will try to respond as soon as possible.


Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description








Close
Submit















Share & Embed "VCAS+for+IPTV+3.8"





Please copy and paste this embed script to where you want to embed



Embed Script




Size (px)
750x600
750x500
600x500
600x400





URL










Close











About | 
Terms | 
Privacy | 
Copyright | 
Contact



 
 
 










Copyright ©2017 KUPDF Inc.








 SUPPORT KUPDF


We need your help! 


Thank you for interesting in our services. We are a non-profit group that run this website to share documents. We need your help to maintenance this website.

	
Donate

	
Sharing







To keep our site running, we need your help to cover our server cost (about $400/m), a small donation will help us a lot.





	
Share on Facebook

	
Share on Google+

	
Tweet

	
Pin it

	
Share on LinkedIn

	
Send email




Please help us to share our service with your friends.








No, thanks! Close the box.








