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COURSE GUIDE DESCRIPTION You must read this Course Guide carefully from the beginning to the end. It tells you briefly what the course is about and how you can work your way through the course material. It also suggests the amount of time you are likely to spend in order to complete the course successfully. Please keep on referring to Course Guide as you go through the course material as it will help you to clarify important study components or points that you might miss or overlook.



INTRODUCTION SBST1303 Elementary Statistics is one of the statistics courses offered by the Faculty of Science and Technology at Open University Malaysia (OUM). This is a 3 credit hour course (involving 120 hours of learning for one semester) and will be covered within 1 semester.



COURSE AUDIENCE This course is offered to undergraduate students who need to acquire fundamental statistical knowledge relevant to their programme. As an open and distance learner, you should be able to learn independently and optimise the learning modes and environment available to you. Before you begin this course, please confirm the course material, the course requirements and how the course is conducted.



STUDY SCHEDULE The OUM standard requires students to allocate 40 hours of learning time for each credit hour. Therefore, this course needs 120 study hours of learning. The following Table 1 illustrates the approximate study time allocation.
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Table 1: Estimation of Time Accumulation of Study Hours Study Activities



Study Hours



Briefly go through the course content and participate in initial discussions



2



Study the module



60



Attend four tutorial sessions



8



Online participation



15



Revision



15



Assignment(s), Test(s) and Examination(s)



20



TOTAL STUDY HOURS



120



COURSE OUTCOMES By the end of this course, you should be able to: 1.



Identify types of data;



2.



Establish tabular and pictorial presentation of data;



3.



Describe data distribution using measures of central tendency and dispersion;



4.



Determine probability of events;



5.



Analyse probability distributions; and



6.



Explain sampling distribution and hypothesis testing.



COURSE SYNOPSIS This course is divided into 10 topics. The synopsis of each topic is as follows: Topic 1 introduces the concept of quantitative data (discrete and continuous) and qualitative data (nominal and ordinal). Topic 2 discusses about frequency distribution, relative frequency distribution, and cumulative frequency distribution.
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Topic 3 explains about presentation of qualitative data using bar chart, multiple bar chart and pie chart. Histogram, frequency polygon and cumulative frequency polygon are used to present quantitative data. Topic 4 discusses the use of location parameters such as mean, mode, median, and quartiles to measure the central tendency of data distributions. Topic 5 discusses measures of dispersion of distributed data using range, variance and standard deviation. Topic 6 describes basic concept of probability to measure the occurance of events and compound events. Various types of events are discussed here. Topic 7 introduces the concept of probability distribution of discrete random variables. Topic 8 discusses binomial and normal distributions which are very important to understand the next two topics. Topic 9 introduces the sampling distribution of sample mean and sample proportion, which will be used to find the interval estimate of the unknown population mean and proportion. Topic 10 explains formulation of hypothesis statements, types of hypothesis testing and how each testing are carried out is included in this final topic.



TEXT ARRANGEMENT GUIDE Before you go through this module, it is important that you note the text arrangement. Understanding the text arrangement will help you to organise your study of this course in a more objective and effective way. Generally, the text arrangement for each topic is as follows: Learning Outcomes: This section refers to what you should achieve after you have completely covered a topic. As you go through each topic, you should frequently refer to these learning outcomes. By doing this, you can continuously gauge your understanding of the topic.



Copyright © Open University Malaysia (OUM)



xii



COURSE GUIDE



Self-Check: This component of the module is inserted at strategic locations throughout the module. It may be inserted after one sub-section or a few subsections. It usually comes in the form of a question. When you come across this component, try to reflect on what you have already learnt thus far. By attempting to answer the question, you should be able to gauge how well you have understood the sub-section(s). Most of the time, the answers to the questions can be found directly from the module itself. Activity: Like Self-Check, the Activity component is also placed at various locations or junctures throughout the module. This component may require you to solve questions, explore short case studies, or conduct an observation or research. It may even require you to evaluate a given scenario. When you come across an Activity, you should try to reflect on what you have gathered from the module and apply it to real situations. You should, at the same time, engage yourself in higher order thinking where you might be required to analyse, synthesise and evaluate instead of only having to recall and define. Summary: You will find this component at the end of each topic. This component helps you to recap the whole topic. By going through the summary, you should be able to gauge your knowledge retention level. Should you find points in the summary that you do not fully understand, it would be a good idea for you to revisit the details in the module. Key Terms: This component can be found at the end of each topic. You should go through this component to remind yourself of important terms or jargon used throughout the module. Should you find terms here that you are not able to explain, you should look for the terms in the module. References: The References section is where a list of relevant and useful textbooks, journals, articles, electronic contents or sources can be found. The list can appear in a few locations such as in the Course Guide (at the References section), at the end of every topic or at the back of the module. You are encouraged to read or refer to the suggested sources to obtain the additional information needed and to enhance your overall understanding of the course.



ASSESSMENT METHOD Please refer to myINSPIRE.
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REFERENCES Reference books for this course are as follows. You may also read some other related books. Gerald Keller. (2005). Statistics for management and economics (7th ed.). Belmont, California: Thomson. Hogg, R. V., McKean, J.W. & Craig, A.T. (2005). Introduction to mathematical statistics (6th ed.). Upper Saddle River, NJ: Pearson Prentice Hall. Miller, I & Miller, M. (2004). John FreundÊs mathematical statistics with applications. (7th ed.). Upper Saddle River, NJ: Prentice Hall. Wackerly, D. D., Mendenhall III, W. & Scheaffer, R. L. (2002). Mathematical statistics with applications (6th ed.). Duxbury Advanced Series. Walpole, R. E., Myers, R. H., Myers, S. L. & Ye, K. (2002). Probability and statistics for engineers and scientists. Pearson Education International.



SYMBOL Infinity (very large in value) Has distribution e.g. Z N(0,1) means Z has standard normal distribution Approximately equals e.g. 2.369 Less than or equal e.g.



2.37



6 means 6 or less



Greater than or equal e.g.



8 means take the value 8 or more



x c



Sample value of x



Ac



Complement of set (event) A Conditional e.g A X means A occurs given that event X has occured Factorial e.g. 5 = 5 4 3 2 1 The intersection of two set or events
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\ (back slash)



As in A\B means in A but not in B The union of two sets or events



(phi)



The empty set or event 4



xi



Summation e.g.



x1



x2



x3



x4



i 1



(alpha) b(n,p)



Significance level in hypothesis testing e.g.



= 0.05



Binomial distribution with parameters n and p = probability of success Difference between frequency of a class and the frequency of previous class



B



C



Class width in the distribution table



FB



Sum of frequencies before the quartile class



LB



Lower boundary of a given class



D5, P51



The fifth decile and the fifty-first percentile



FQ



Frequency of the discussed quartile



IQR



Inter-quartile range



V



Coefficient of variation



VQ



Coefficient of quartile variation



(nu)



Degree of freedom for t-distribution with size



= n-1, n the sample



E(X)



Expected value or expectation of random variable X



f(x)



Probability density function for continuous random variable X



p(x)



Probability function for discrete random variable X



H0, H1



The null and alternative hypotheses



(mu)



The population mean



2



The population variance



(sigma) N( ,



2)



The population standard deviation Normal distribution with mean



and variance



2
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n r



The number of distinct combinations of r objects chosen from n which equals



n! r ! ( n r )!



Pr(X=2)



Probability of discrete random variable X taking value 2



P(2)



Probability of discrete random variable taking value 2 or less



PCS



PearsonÊs Coefficient of skewness



Q1,Q2, Q3



First quartile, second quartile (or median), third quartile.



x , xˆ , x



Mean, mode, median



s2



Variance of sample



t(8)



t ( ) (2)



xv



Has t distribution with 8 d.f The critical value under distribution with df area is



and the right tail



Cumulative distribution function for N(0,1). Probability of continuous random variable Z taking value of 2 or less Population proportion in the discussion of hypothesis testing



Var(X) x



Variance of random variable X Standard error of X , or standard deviation of the sampling distribution of X



TAN SRI DR ABDULLAH SANUSI (TSDAS) DIGITAL LIBRARY The TSDAS Digital Library has a wide range of print and online resources for the use of its learners. This comprehensive digital library, which is accessible through the OUM portal, provides access to more than 30 online databases comprising ejournals, e-theses, e-books and more. Examples of databases available are EBSCOhost, ProQuest, SpringerLink, Books24x7, InfoSci Books, Emerald Management Plus and Ebrary Electronic Books. As an OUM learner, you are encouraged to make full use of the resources available through this library.
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Topic



Types of Data



1



LEARNING OUTCOMES By the end of this topic, you should be able to: 1.



Differentiate between qualitative and quantitative data;



2.



Distinguish nominal and ordinal data (as well as level of achievement and ranking); and



3.



Discriminate between discrete and continuous data.



INTRODUCTION Generally, every study or research will generate data set of various types. In this topic, you will be introduced to two data classifications namely Qualitative and Quantitative. It is important to understand these classifications so that you can modify the raw data wisely to suit the objective of data analysis.



1.1



DATA CLASSIFICATION



A set of data consists of measurements or observations of a certain criteria conducted on a group of individuals, objects or items. A variable is an interested criterion to be measured on each individual such as height, or weight; or a criterion to be observed such as oneÊs ethnic background.
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It is called variable because its value varies from one individual to another in the sample. Depending on the objective of a research, there could be more than one variable being measured or observed on each individual. For example, a researcher may want to observe the following variables on five individuals (see Table 1.1). Table 1.1: A Set of Data Consists of Five Variables Measured on Each Individual Individual



Ethnic



Number of Sisters in Family



Weight (Kg)



FatherÊs Qualification



PMR GradeEnglish



Achievement



1



Malay



3



20



Degree



A



Excellent



2



Chinese



2



23



Diploma



A



Excellent



3



Malay



4



25



STPM



C



Ordinary



4



Indian



5



19



PMR



B



Good



5



Chinese



1



21



SPM



D



Poor



By examining Table 1.1: (a)



Can you observe the different types of variables and their respective values?



(b)



Can you see that value of each variable varies from Individual 1 to Individual 5?



Variables can be classified into quantitative and qualitative, as shown in Figure 1.1.



Figure 1.1: Classification of variables
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TYPES OF DATA



3



QUALITATIVE VARIABLE



A variable whose value is non-numerical in nature such as ethnic background of pupil in school is called qualitative variable. For example, in the Malaysian context, the values of variable for ethnic backgrounds are Malay, Chinese, Indian and others. The nature of the value is just categorical and does not involve counting or measuring process to get the value. The qualitative data can further be classified into nominal and ordinal data (see Figure 1.2).



Figure 1.2: Classification of qualitative (categorical) variables



The categorical value can be in either of nominal form such as Ethnicity, or ordinal form such as PMR English Grade. The ordinal variable can be further classified into Categorical Level such as Achievement, and Categorical Rank such as Academic Qualification.
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Nominal Data



The word nominal is just the name of a category that contains no numerical value. In data analysis, this variable will be represented by „code number‰ to differentiate the categorical values of the variable. Any integer can be the „code number‰ but its representation must be defined clearly. It is important to note that the „code number‰ is just „categorised representation‰ which does not carry numerical value. This means that although by nature number 0 is less than 1 but we cannot say that code „0‰ is less than code „1‰ which can further mislead and wrongly order that category Male is „less than‰ Female. Let us take a look at Table 1.2. Table 1.2: Example of Nominal Data Nominal Variable



Values



Numerical Code



Gender



Male Female



0 1



Religion



Islam Christian Hindu Buddhist Others



1 2 3 4 5



Ethnic



Malay Chinese Indian Others



1 2 3 4



Marital Status



Single Married Widow Widower



1 2 3 4



Agreement



Yes No



0 1
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EXERCISE 1.1 Give the code number to represent the given categorical value of the following nominal variables: (a)



State of origin;



(b)



Month of birth; and



(c)



The degree you obtained.



Can all data be classified as nominal data? Suppose you are going to use a data comprised of code numbers representing individualÊs perception on a certain opinion. Is this data still considered as nominal data? Give your reasoning.



1.2.2



Ordinal Data



Ordinal data such as Achievement in Table 1.1 is a qualitative data whose categorical values can be arranged according to some ordered value. However, the distance between any two values is not known and cannot be measured. No one knows the distance between poor and good as well as between poor and excellent. There are two types of ordinal data namely level or degree such as variable Achievement and rank such as FatherÊs Academic Qualification as mentioned in Table 1.1. Likert Scale is synonym with rank ordinal data. The scale uses a sequence of integers with fixed interval such as 1, 2, 3, 4, 5 or perhaps 1, 3, 5, 7, 9. There is no standard rule in choosing the integers. Consider a simple experiment of ranking the taste of several types of ice-cream by respondent. Scale 1 could represent ‰very tasty‰, 2 to represent ‰tasty‰, 3 to represent ‰less tasty‰, 4 to represent ‰not tasty‰ and 5 to represent ‰not at all tasty‰. The values of taste perception is by nature of rank order which begins with the highest degree represented by scale 1 and the descending degrees to the lowest which is represented by scale 5.
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However, one can reverse the order of integer values to make it in line with the order of the categorical values, i.e. scale 5 can represent ‰very tasty‰, and scale 1 will represent ‰not at all tasty‰. Again here, in the previous representation, although we have equal interval 5, 4, 3, 2, 1 but it does not represent equal difference in the respected degree of perception. Table 1.3: Examples of Level or Degree Ordinal Data Variable



Categorical Values



Likert Scale



Perception Level



Very Tasty Tasty Less Tasty Not Tasty Not Tasty at All



5 4 3 2 1



Satisfaction Level



Very Satisfactory Satisfactory Moderately Satisfactory Unsatisfactory Very Unsatisfactory



5 4 3 2 1



Degree of Agreement



Strongly Agree Agree Does Not Matter Disagree Strongly Disagree



5 4 3 2 1



Level of Achievement



Excellent Very Good Good Satisfactory Fail



5 4 3 2 1



In the case of Rank Ordinal Data, the categorical values can be arranged in order from the highest level going down to the lowest level or vice-versa. Table 1.4 presents various forms of Rank Ordinal Data. You can see that the value of each variable is arranged from the highest to the lowest level. For Grade of Hotel, we have grade 5*, then 4* and so on, until the last which is grade 1*.
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Table 1.4: Examples of Rank Ordinal Data Variable



Rank Categorical



Grade of Hotel



5* 4* 3* 2* 1*



Grade of Examination



A B C D E



TeacherÊs Qualification



Degree Diploma STPM SPM



Rank of TeachersÊ Profession



Head Master Senior Assistant Teacher Attachment Teacher



EXERCISE 1.2 Give the code number to represent the categorical value of the following nominal data: (a)



Degree of severeness in injury.



(b)



Class of degree obtained.



(c)



Level of delivery of a lecture by lecturer.



Copyright © Open University Malaysia (OUM)



8



TOPIC 1



1.3



TYPES OF DATA



QUANTITATIVE VARIABLE



A variable which possesses numerical value like weight, is termed as quantitative variable. It is further classified into discrete variable and continuous variable (see Figure 1.3).



Figure 1.3: Classification of quantitative numerical variables



1.3.1



Discrete Data



Discrete data is the data that consists of integers or whole numbers. This type of data can easily be obtained through counting process. The following are examples of discrete data: (a)



The number of stolen cars every month in 2006;



(b)



The number of students absent in a class every month in 2005;



(c)



The number of rainy days in a year;



(d)



The number of children in a family for 50 families; and



(e)



The number of students who obtained grade A in a final examination.



Researcher can obtain the mean, mode, median and variance of discrete data. However, the values of these statistics may no longer be integer.



ACTIVITY 1.1 What are the criteria of discrete data? Give examples of discrete data. You may discuss with your coursemates.
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Continuous Data



Continuous data is the value of continuous variable that consists of numbers with decimals. This data can usually be obtained through a measuring process. The following are examples of continuous variables: (a)



Height, weight, age;



(b)



Temperature, pressure;



(c)



Volume, mass, density; and



(d)



Time, length, breadth.



One can obtain mean, mode, median, variance and other descriptive statistics of a data set which will be discussed in Topic 2.



EXERCISE 1.3 1.



What are the criteria of a continuous random variable?



2.



For the following observations, state whether the concerned variables is categorical or numerical. Data



Variable



(a) The age of employees in an electronic factory (b) Rank of army officer (c)



The weight of new born baby



(d) Household income (e) Rate of death in a big city (f)



The number of students in each class at a school



(g) Brands of television found in market
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For the following observations, state whether the concerned variable is discrete or continuous. Data



Variable



(a) The time spent by children watching television (b) Rate death caused by homicide (c)



The number of criminal cases in a month



(d) The price of terrace house in KL (e) The number of patients over 65 years old (f)



4.



The rate of unemployment in Malaysia



Classify the following observations whether the variables concerned are either Nominal or Ordinal types. For Ordinal Type, please classify further to either level ordinal or degree Ordinal, or rank Ordinal. Level ordinal or degree ordinal Data



Nominal



(a)



Brands of computer owned by student (IBM, Acer, Compaq, Dell, Others)



(b)



Quality of books published by university (Good, Satisfactory, Moderate, Unsatisfactory, Bad)



(c)



Category of houses (High cCost, Moderate Cost, Low Cost)



(d)



Level of English Competency at school (Excellent, Good, Moderate, Satisfactory, Unsatisfactory, Very Poor)



(e)



Types of daily News Paper read (Berita Harian, Utusan Malaysia, the Star, New Straits Times)



Level Ordinal



Rank Ordinal
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A variable is observable or measurable criteria of individuals in a sample. It can be qualitative or quantitative. Quantitative variable can be of discrete nature whose values are integer obtained through a counting process. Qualitative variable can be classified into nominal and ordinal. The ordinal variable can further be subclassified into level or degree ordinal and rank ordinal. The variable also can be continuous whose values are numbers with decimals obtained through measuring process. On the other hand, a qualitative variable consists of categorical data which is non-numerical in nature. In research, qualitative data will be represented by defined code number which cannot be used in arithmetical operation.



Continuous data



Qualitative data



Discrete data



Quantitative data



Nominal data



Variable



Ordinal data
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LEARNING OUTCOMES By the end of this topic, you should be able to: 1.



Develop a frequency distribution table;



2.



Formulate a relative frequency distribution table; and



3.



Prepare a cumulative frequency distribution table.



INTRODUCTION You have been introduced to various types of data in Topic 1. In this topic, we will learn how to present data in tabular form to help us to further study the property of data distribution. The tabular forms namely Frequency Distribution Table, Relative Frequency Distribution and Cumulative Frequency Distribution are much easier to understand. For qualitative variable, we can make a quick comparison between categorical values.



2.1



FREQUENCY DISTRIBUTION TABLE



We will now further our discussion by looking at frequency distribution tables. (a)



Example of Frequency Distribution Table (Categorical variable) Let us take a look at Table 2.1 on categorical variable. Table 2.1: Frequency Distribution of Students by Ethnicity in School J



Ethnic Background (x)



Malay



Chinese



Indian



Others



Total



Frequency (f)



245



182



84



39



550
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(i)



The first row shows the categorical values of the variable, i.e. ethnicity; and



(ii)



The second row is the number of students (called frequency) based on their respective ethnicity. It tells us how a total of 550 students are distributed by their ethnicity. We can see that 245 students are Malays, 182 students are Chinese and so on.



Example of Frequency Distribution Table (Numerical variable) Table 2.2 shows the numerical variable of frequency distribution table. Table 2.2: Frequency Distribution of Family Income of Students at School J Monthly Income (RM x)



Frequency (f)



0 - 1000



98



1001 - 2000



152



2001 - 3000



100



3001 - 4000



180



4001 - 5000



20



Total



550



(i)



The first column shows the group classes of the monthly family income;



(ii)



The second column is the number of students (frequency) whose monthly family income falls for each respective class; and



(iii) The second column again tells us how the 550 students are distributed by their monthly family income. We can see there are 98 students whose families have monthly income between RM0 and RM1,000. There are 152 families having income in the interval RM1,001 and RM2,000 etc. (c)



Developing Frequency Distribution Table of Categorical Data Below are the steps in developing frequency distribution table of categorical data. Step 1:



Divide categorical values.



Step 2:



Develop frequency by counting the data falling in each category.
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Example 2.1: The following data shows the blood types of 30 patients randomly selected in a hospital. A B A



A O A



O O O



B O B



A AB A



O A O



AB O O



B O A



B A AB



O A B



Prepare a frequency distribution table for the blood types of 30 patients. Solution: Step 1:



Divide blood type into four categories.



Step 2:



Develop frequency by counting the data falling in each blood type.



Table 2.3 shows the frequency distribution table for the blood types of 30 patients. Table 2.3: Frequency Distribution of Blood Type of Patients Blood Type



A



B



AB



O



Total



Frequency



10



6



3



11



30



ACTIVITY 2.1 Refer to Table 2.3. Are these data discrete? Justify your answer. (d)



Developing Frequency Distribution Table of Numerical Data Developing frequency distribution table of numerical data involves three steps: (i)



Step 1: Determine number of classes The total number of classes in a distribution table should not be too little or too large or otherwise it will distort the original shape of data distribution. Usually one can choose any number between 5 classes to 15 classes. However, the following empirical formula (2.1) can be used to determine the approximate number of classes (K) for a given number of observations (n).



K



1 3.3log(n)



(2.1)
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Step 2: Calculate Class Width Class width can differ from one class to another. Usually, the same class width for all classes is recommended when developing frequency distribution table. The following empirical formula (2.2) can be used to determine the approximate class width;



Class Width



Range Number of class



Largest number



Smallest number K (2.2)



Class width is always rounded according to decimal points of the data set. (iii) Step 3: Construction of Frequency Table Construction of frequency table includes limits and frequency of each class. Limits of Each Class The following simple rules are noted when one seeks class limits for each class interval: Identify the smallest as well as the largest data. All data must be enclosed between the lower limit of the first class and the upper limit of the final class. The smallest data should be within the first class. Thus the lower limit of the first class can be any number less than or equal to the smallest data. Frequency of Each Class The following process is recommended to determine the frequency of each class: The tally counting method is the easiest way to determine the frequency of each class from the given set of data. Begins with the first number in the data set, search which class the number will fall, then strike one stroke for that particular class. If the second number would fall into the same class, then we have the second stroke for that class, and so on.
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Once we have four strokes for a class, the fifth stroke will be used to tie up the immediate first four strokes and make one bundle. So one bundle will comprise of five strokes altogether. The process of searching class for each data is continued until we cover all data. The total frequency for all classes will then be equal to the total number of data in the sample. Example 2.2: Let us now develop frequency distribution table of books sold weekly by a book store given below. Number of Books Sold Weekly for 50 Weeks by a Book Store 35 65 65 70 74



75 70 62 50 62



65 66 78 70 45



68 72 47 55 55



62 60 80 72 52



55 95 70 55 68



60 66 90 56 80



66 85 68 60 82



62 70 40 48 75



80 68 72 75 75



Solution: Step 1: Calculate number of classes K



1 + 3.3 log (50) = 6.6



As it is an approximation, we can choose any close integer to 6.6 i.e. 6 or 7. LetÊs say we choose 6. This means we should have at least 6 classes (6 or more). Step 2: Class Width and Class Limits



Class Width



Range Number of class 95 36 10 books 6



Largest number



Smallest number K



Since the data is discrete, it is wise to choose a round figure, i.e. 10 books as the class width.



Copyright © Open University Malaysia (OUM)



TOPIC 2



17



TABULAR PRESENTATION



Step 3: Construction of Frequency Distribution Table Let 35 be the lower limit of the first class, then the lower limit of the second class is 44 (i.e. 34 + 10). The upper limit of the first class is 43 (1 unit less than lower limit of the second class). We build the upper limits of all classes in the same manner (see Table 2.4). Table 2.4: Frequency Distribution on Weekly Book Sales Lower limit Upper limit



Class



Counting Tally



Frequency (f)



1st class



Start with 35 or less



34 - 43



ll



2



2nd class



+ class width



44 - 53



llll



5



54 - 63



llllllll ll



12



64 - 73



llllllllllll lll



18



74 - 83



llllllll



10



6th class



84 - 93



ll



2



7th class



94 - 103



l



1



Sum



50



Notice that the actual number of classes developed is 7 which is greater than the calculated value K. The Actual Frequency Table The actual frequency table is the one without the column of tally counting as shown in Table 2.5. Table 2.5: Frequency Distribution Table on Weekly Book Sales Class



34 - 43



44 - 53



54 - 63



64 - 73



74 - 83



84 - 93



94 - 103



Frequency (f)



2



5



12



18



10



2



1
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Example 2.3: Construct a frequency distribution table for the following data that represent weights (in grams) of 20 randomly selected screws in a production line. 0.87 0.89



0.88 0.88



0.91 0.91



0.92 0.86



0.86 0.84



0.91 0.83



0.90 0.88



0.93 0.88



0.82 0.86



0.89 0.87



Solution: Step 1: Calculate number of classes K



1 + 3.3 log (20) = 5.3



As it is an approximation, we can choose any close integer to 5.3, i.e. 5 or 6. LetÊs say we choose 5, this means we should have at least 5 classes (5 or more). Step 2: Class Width and Class Limits Class Width



Range Number of class 0.93 0.82 0.02 5



Largest number



smallest number K



Since the data has 2 decimal places, it is wise to round the figure into 2 decimal places, i.e. 0.02 as the class width. Step 3: Construction of Frequency Distribution Table Let 0.82 be the lower limit of the first class, then the lower limit of the second class is 0.84 (i.e. 0.82 + 0.02). The upper limit of the first class is 0.83 (0.01 unit less than lower limit of the second class because of 2 decimal places data set).
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Table 2.6: Frequency Distribution Table of Weight of Screws Lower limit Upper limit



Class



Counting Tally



Frequency (f)



1st class



Start with 0.82 or less



0.82 0.83



ll



2



2nd class



+ class width



0.84 0.85



l



1



0.86 0.87



llll



5



0.88 0.89



llll l



6



0.90 0.91



llll



4



0.92 0.93



ll



2



6th class



Sum



20



The Actual Frequency Table Table 2.1 shows the actual frequency table. Table 2.7: Frequency Distribution Table of Weight of Screws Class



0.82 0.83



0.84 0.85



0.86 0.87



0.88 0.89



0.90 0.91



0.92 0.93



Frequency



2



1



5



6



4



2



(e)



Class Boundaries and Class Mid-points Refer to Figure 2.1, which shows the property of class.



Figure 2.1: The property of any class



(i)



Any two adjacent classes are separated by a middle point called class boundary. It is a mid-point between the lower limit of a class and the upper limit of its previous class.



(ii)



This separation will ensure the non-overlapping between any two adjacent classes. Thus, each class will have a lower boundary and an upper boundary.



(iii) Class boundaries can be obtained as follows:



Lower boundary of a class



Upper limit



Lower limit



previous class



that class 2
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(iv) Class mid-point is located at the middle of each class and is obtained by: Lower boundary



Upper boundary



of the class



of that class



Class mid-point (v)



2



Class mid-point will become very important number as it represents all data that fall in that particular class irrespective of their actual raw values.



(vi) These class mid-points then will be used in further calculation of descriptive statistics such as mean, mode, median, etc. of the data distribution. Using the previous data on weekly book sales and weights of screws, Table 2.8 and Table 2.9 show the class boundaries and class mid-points in the frequency distribution table. Table 2.8: The Lower Class-boundary, Class Mid-point and Upper Class-boundary of Frequency Distribution Table on Weekly Book Sales Class



Lower Boundary



Class Midpoint (x)



Upper Boundary



Frequency (f)



34 - 43



33.5



38.5



43.5



2



44 - 53



54 - 63



43 + 44 2 53 + 54 2



43.5



53.5



44 + 53 2 54 + 63 2



= 48.5



= 58.5



53 + 54 2 63 + 64 2



= 53.5



5



= 63.5



12



64 - 73



63.5



68.5



73.5



18



74 - 83



73.5



78.5



83.5



10



84 - 93



83.5



88.5



93.5



2



94 - 103



93.5



98.5



103.5



2
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Table 2.9: The Lower Class-boundary, Class Mid-point and Upper Class-boundary of Frequency Distribution Table of Weight of Screws Class



Lower Boundary



Class Mid-point (x)



Upper Boundary



Frequency (f)



0.82 0.83



0.815



0.825



0.835



2



0.83 + 0.84



0.84 0.85



2 0.85 + 0.86



0.86 0.87



2



= 0.835



= 0.855



0.84 + 0.85 2 0.86 + 0.87 2



= 0.845



= 0.865



0.85 + 0.86 2 0.87 + 0.88 2



= 0.855



1



= 0.875



5



0.88 0.89



0.875



0.885



0.895



6



0.90 0.91



0.895



0.905



0.915



4



0.92 0.93



0.915



0.925



0.935



2



ACTIVITY 2.2 Data set comprises of non-repeating individual numbers or observation that can be grouped into several classes before developing frequency table. Do you agree with this idea? Give your opinion.



EXERCISE 2.1 The following are the marks of the Statistics subject obtained by 40 students in a final examination. Develop a frequency table and use 4 as lower limit of the first class. 60 45 20 70



20 5 30 24



10 30 34 7



25 55 4 9



5 60 25 36



35 45 56 30



30 50 48 30



65 8 9 40



15 10 16 65



40 40 44 50



(a)



State the lower and upper limits and its frequency of the second class.



(b)



Obtain the lower and upper boundaries, and class mid-point of the fifth class.
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RELATIVE FREQUENCY DISTRIBUTION



Relative frequency of a class is the ratio of its frequency to the total frequency. Each relative frequency has value between 0 and 1, and the total of all relative frequencies would then be equal to 1. Sometimes relative frequency can be expressed in percentage by multiplying 100% to each relative frequency. Table 2.10: Relative Frequency Distribution on Weekly Book Sales Class



Frequency (f)



Relative Frequency



34 - 43



2



44 - 53



5



54 - 63



12



0.24



24



64 - 73



18



0.36



36



74 - 83



10



0.2



20



84 - 93



2



0.04



4



94 - 103



2



0.02



2



Sum



50



1



100



2



= 0.04



50 5 50



= 0.1



Relative Frequency (%)



2 50 5 50



100 = 4



100 = 10



As per our observation from Table 2.10, one can easily tell the proportion or percentage of all data that fall in a particular class. For example, there is about 0.04 or 4% of the data are between 34 and 43 books on weekly sales. We can also tell that about 80% (i.e., 24%+36%+20%) of the data are between 54 and 83 books, and it is only 6% above 83 books on weekly sales. The same calculations on percentage can be seen on weight of screws in Table 2.11. Table 2.11: Relative Frequency Distribution on Weight of Screws Class



Frequency (f)



Relative Frequency



0.82 0.83



2



0.84 0.85



1



0.05



5



0.86 0.87



5



0.25



25



0.88 0.89



6



0.30



30



0.90 0.91



4



0.20



20



0.92 0.93



2



0.10



10



Sum



20



1



100



2 20



= 0.10



Relative Frequency (%) 0.1



100 = 10
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CUMULATIVE FREQUENCY dISTRIBUTION



The total frequency of all values less than the upper class boundary of a given class is called a cumulative frequency distribution up to and including the upper limit of that class. There are two types of cumulative distributions: (a)



Cumulative distribution „Less-than or Equal‰, using upper boundaries as partition; and



(b)



Cumulative distribution „More-than‰, using lower boundaries as partition.



In this course, we will only concentrate on the first type, i.e. cumulative distribution. Let us look at Table 2.12 that presents the cumulative distribution of the type „Less-than or Equal‰ for the books on weekly sales. We need to add a class with „zero frequency‰ prior to the first class of Table 2.10, and use its upper boundary as 33.5 books. Table 2.12: Developing „Less-than or Equal‰ Cumulative Distribution on Weekly Book Sales Class



Frequency (f)



Upper Boundary



Cumulating Process



Cumulative Frequency



24 33



0



ª 33.5



0



0



34 43



2



ª 43.5



0+2



2



44 53



5



ª 53.5



2+5



7



54 63



12



ª 63.5



7 + 12



19



64 73



18



ª 73.5



19 + 18



37



74 83



10



ª 83.5



37 + 10



47



84 93



2



ª 93.5



47 + 2



49



94 103



1



ª 103.5



49 + 1



50



Sum



f



= 50



For example, the cumulative frequency up to and including the class 54-63 is 2 + 5 + 12 = 19, signifying that by 19 weeks, 63 books were sold with less than 63.5 books on sales.
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The actual cumulative distribution table is given in Table 2.13. Table 2.13: The „Less-than or Equal‰ Cumulative Distribution on Weekly Book Sales Upper Boundary



Cumulative Frequency



Cumulative Frequency (%)



33.5



0



0



43.5



2



4



53.5



7



14



63.5



19



38



73.5



37



74



83.5



47



94



93.5



49



98



103.5



50



100



Optional



Table 2.14: Developing „Less-than or Equal‰ Cumulative Distribution on Weight of Screws Class



Frequency (f)



Upper Boundary



Cumulating Process



Cumulative Frequency



0.80 0.81



0



ª 0.815



0



0



0.82 0.83



2



ª 0.835



0+2



2



0.84 0.85



1



ª 0.855



2+1



3



0.86 0.87



5



ª 0.875



3+5



8



0.88 0.89



6



ª 0.895



8+6



14



0.90 0.91



4



ª 0.915



14 + 4



18



0.92 0.93



2



ª 0.935



18 + 2



20



Sum



20



Table 2.15: Cumulative Distribution „Less-than or Equal‰ on Weight of Screws Upper Boundary



ª 0.815



ª 0.835



ª 0.855



ª 0.875



ª 0.895



ª 0.915



ª 0.935



Cumulative Frequency



0



2



3



8



14



18



20
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EXERCISE 2.2 1.



The following questions are based on the given frequency table: Marks



10 - 19



20 - 29



30 - 39



40 - 49



50 - 59



10



25



35



20



10



Number of students (f)



2.



3.



(a)



Give the number of students that obtained not more than 29 marks.



(b)



Give the number of students that obtained 30 or more marks.



Refer to the frequency table given in Question 1. (a)



Obtain the class mid-points of all classes.



(b)



Obtain the table of Relative Frequencies.



(c)



Obtain the Cumulative frequency „less than or equal‰.



There are 1,000 students staying in university campus. All the students are respondents of a survey research regarding the degree of comfort of a residential area. The following Likert Scale is given to them to gauge their perception: 1 Very Comfortable



2 Comfortable



3 Fairly Comfortable



4 Uncomfortable



5 Very Uncomfortable



The research findings show that: 120 students choose category Â1Ê, 180 students choose category Â2Ê, 360 students choose category Â3Ê, 240 students choose category Â4Ê and 100 students choose category Â5Ê. Display the research findings in the form of frequency table distribution, as well as their relative frequency distribution in terms of proportion and percentages.
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A teacher wants to know the effectiveness of the new teaching method for mathematics at a primary school. The method has been delivered to a class of 20 pupils. A test is given to the pupils at the end of semester. The test marks are given below: 77 84



91 59



62 82



54 78



72 74



66 96



84 44



38 76



76 85



70 66



Develop a frequency distribution table. Let 35 marks be the lower limit of the first class.



The frequency distribution table, relative frequency distribution and cumulative distribution are tabular presentation of the original raw data in a form of a more meaningful interpretation. The tabular presentation is also very useful when it is needed to have a graphical presentation later on.



Cumulative frequency distribution



Relative frequency distribution



Frequency distribution table
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LEARNING OUTCOMES By the end of this topic, you should be able to: 1.



Develop bar chart, multiple bar charts and pie chart;



2.



Prepare histogram; and



3.



Develop frequency polygon and cumulative frequency polygon.



INTRODUCTION In this topic you will be introduced to pictorial presentation such as charts and graphs (refer to Figure 3.1). Location and shape of a quantitative distribution can easily be visualised through pictorial presentation such as histogram or frequency polygon. For qualitative data, proportion of any categorical value can be demonstrated by pie chart or bar chart. Comparison of any categorical value between two sets of data can be visualised via multiple bar chart. Thus, pictorial presentation can be very useful in demonstrating some properties and characteristics of a given data distribution.



Figure 3.1: Pictorial presentation



Copyright © Open University Malaysia (OUM)



28



TOPIC 3



PICTORIAL PRESENTATION



Statistical package such as Microsoft Excel can be used to draw the above pictorials.



3.1



BAR CHART



Frequency distribution for qualitative data is best presented by a bar chart especially for nominal and ordinal data. The horizontal axis of the chart is labelled with categorical values. There is no real scale for this label, but it is better to separate with equal interval between two categorical values. This property will differentiate between bar chart and histogram where the bars are adjacent to one another. Constructing a Bar Chart Step 1:



Label the horizontal axis with the respected categorical values separated by equal interval.



Step 2:



Label the vertical axis with class frequency or relative frequency (in proportion or percentage).



Step 3:



Label the top of each bar with the actual frequency of each category.



Step 4:



Give a title for the chart so that readers would know the purpose of the presentation.



Example 3.1: Let us now construct a bar chart of students by School J based on ethnic background as given in Table 3.1. Table 3.1: Frequency Distribution of Students by Ethnicity in School J Ethnic Background



Malay



Chinese



Indian



Others



Total



Frequency



245



182



84



39



550
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Figure 3.2: Bar chart for the number of students by their ethnic background in School J



The Figure 3.2 is the bar chart of this distribution. As can be seen, the bar for the „Malay‰ category shows the highest frequency of 245 students. The graph shows a pattern that the number of students per ethnicity is gradually decreasing until finally only 39 students for category „Others‰.



EXERCISE 3.1 The questions below are based on the given bar chart.



(a)



State the type of variable used to label the horizontal axis.



(b)



By observing the given title, explain the purpose of the graphical presentation.



(c)



Give the name of the producing country with the highest number of barrels per day.



(d)



Describe in brief, the overall pattern of daily oil production throughout the countries.
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MULTIPLE BAR CHART



Table 3.2 shows two sets of data, i.e. the PMR students and the SPM students classified according to their ethnic background. For each ethnicity, the table shows number of students taking PMR and SPM. The total number of students taking PMR is 212 and the table shows how this number is distributed among ethnicity. For example, 80 Malays and 68 Chinese students are taking PMR. Similarly there are 338 taking SPM where 165 of them are Malays, 114 are Chinese etc. We can describe column observations and row observations. Table 3.2: The Number of Students Taking PMR and SPM by Ethnicity Ethnic Background



Number of Students PMR



SPM



Malay



80



165



Chinese



68



114



Indian



42



42



Others



22



17



Total



212



338



This table shows the highest number of students taking PMR is from the ethnic background, Malay. It is followed by Chinese, then Indian and Others. Similar observation can be done for the SPM data. On the other hand, we can have a row observation such as for the ethnic Malay, the number of students taking SPM is larger than those taking PMR. Whereas, the number of students taking the PMR and SPM exams are the same for the ethnic Indian. For the purpose of comparison, since the total frequency for the two data sets are not equal, it is recommended to use relative frequency (%) instead as shown in Table 3.3. Table 3.3: Relative Frequency (%) Ethnic Background



Number of Students PMR (%)



SPM (%)



Malay



38



49



Chinese



32



34



Indian



20



12



Others



10



5
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For each categorical value, for example Malay, we have double bars, one bar for the PMR data and its adjacent bar is for the SPM data. Similarly, for the other categorical values are Chinese, Indian and Others. Thus, we call multiple bar chart, which means that there is more than one bar for each category. It is better to differentiate the bars for each categorical value. For example, we can darken the bar for PMR.



Figure 3.3: Multiple bar chart for percentage of students per ethnic group taking PMR and SPM



We can now compare PMR data and SPM data as shown in Figure 3.3. We observe that the Malay students who are taking SPM are 11% more than the Malay students who are taking PMR. Only about 2% difference is seen between PMR and SPM Chinese students. However, it is about 8% less for the Indian students.
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EXERCISE 3.2 Refer to the given table that shows the percentage of students taking various fields of study for the year 1980 and the year 2000. Answer the questions below: Fields of Study



1980



2000



Health



55.0%



58.0%



Education



30.0%



32.0%



Engineering



5.0%



4.0%



Economic & Business



10.0%



6.0%



(a)



Draw a suitable multiple bar chart and state the type of variable for the horizontal axis and vertical axis of the chart.



(b)



Make a brief conclusion on the fields of study in each of the two years and also make a comparison for each field between the two years.



3.3



PIE CHART



Pie chart is a circular chart which is shaped like a pie. The chart is divided into several sectors according to the number of categorical values. It should be noted that we do not have multiple pie charts. Below is a simple procedure of developing a pie chart: Step 1:



Convert each frequency into relative frequency (%) and determine its central angle at the centre of the circle by multiplying with 360o.



Step 2:



The size of the sector should be proportionate to the percentage of that categorical value. Each sector then would be drawn according to its central angle. (a)



If the column data is expressed in frequency, f, then:



Central angel



f f



360
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If the column data is expressed in proportion, x(%), then:



Central angel



x 100



Step 3:



Label each sector with relative frequency (%).



Step 4:



Give a title for the chart.



360



Table 3.4: Number of Students Taking Both Examinations by Ethnic Group Ethnic Group



Number of Students PMR + SPM



%



245



Central Angle



45



Malay



245



Chinese



182



33



119À



Indian



84



15



55À



Others



39



7



26À



Total



550



100



360À



550



100



45



100



360



160



o



The pie chart is given in Figure 3.4(a) using frequency and in 3.4(b) using percentages based on the data in Table 3.4. It is optional to choose either one of the pie chart presentation.



Figure 3.4(a): Using frequency to develop the pie chart
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Figure 3.4(b): Using relative frequency (%) to develop the pie chart



ACTIVITY 3.1 In your opinion, what type of data can be displayed using the pie chart? Explain why.



EXERCISE 3.3 The table below shows frequency distribution table of statistical software used by lecturers during their statistics teaching in a class: Software



No. of Lecturers



EXCEL



73



SPSS



52



SAS



36



MINITAB



64



(a)



Determine the sectarian angle for each software.



(b)



Using Relative Frequency (in %) develop a pie chart.



(c)



Give a brief conclusion on the usage of statistical software.
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HISTOGRAM



Histogram is another pictorial type of presentation; however it is only for quantitative data. Constructing a Histogram Step 1:



Label the horizontal axis by class name, class mid-point or class boundaries with its unit (if relevant). In the case of using class midpoint or class boundaries, they should be scaled correctly. If the axis is labelled with class name, then the graph can start at any position along the axis.



Step 2:



Label the vertical axis with class frequency or relative frequency.



Step 3:



The width of a bar begins with its lower boundary and ends with its upper boundary; the height of the bar represents the frequency of that class. All bars are attached to each neighbour.



Step 4:



Give a title for the chart.



Next, an example is shown where Table 3.5 provides the data and Figure 3.5 shows the constructed histogram. Example 3.2: Table 3.5: The Lower Class-boundary and Upper Class-boundary of Frequency Distribution Table on Weekly Book Sales Class 34 - 43



Lower Boundary 33.5



Upper Boundary



Frequency



43.5



2



44 - 53



43.5



53.5



5



54 - 63



53.5



63.5



12



64 - 73



63.5



73.5



18



74 - 83



73.5



83.5



10



84 - 93



83.5



93.5



2



94 - 103



93.5



103.5



2
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Figure 3.5: Histogram of frequency distribution table for books on weekly sales



3.5



FREQUENCY POLYGON



Frequency polygon has the same function as histogram that is to display the shape of the data distribution. Constructing a Frequency Polygon Step 1:



Label the horizontal axis with class mid-point.



Step 2:



Label the vertical axis with class frequency or relative frequency.



Step 3:



Plot and join all points. Both ends of the polygon should be tied down to the horizontal axis.



Step 4:



Give a title for the chart.



We will now look at the example (refer to Table 3.6 and Figure 3.6).
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Example 3.3: Table 3.6: The Class Mid-point of Frequency Distribution Table on Weekly Book Sales Class



Class Mid-point (x)



Frequency (f)



34 - 43



38.5



2



44 - 53



48.5



5



54 - 63



58.5



12



64 - 73



68.5



18



74 - 83



78.5



10



84 - 93



88.5



2



94 - 103



98.5



2



Figure 3.6: Polygon of frequency distribution of books on weekly sales
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EXERCISE 3.4 The table below shows the distribution of weights of 65 athletes. Weight (kg)



(a)



40.0049.99



50.0059.99



60.0069.99



70.0079.99



80.0089.99



90.0099.99



100.00109.99



7



11



15



15



10



4



3



Develop a cumulative less than or equal frequency distribution using the above data.



(b) Develop the frequency polygon of the above distribution.



3.6



CUMULATIVE FREQUENCY POLYGON



For this course, we will only look at polygon of cumulative frequency less than or equal type. Constructing a „Less than or equal‰ Cumulative Frequency Polygon Step 1:



Label the vertical axis with cumulative frequency less than or equal with the correct scale.



Step 2:



Label the horizontal axis with upper class boundaries.



Step 3:



Plot and join all points.



Step 4:



Give a title for the chart.



The following example includes Table 3.7 on the distribution and Figure 3.7 on the constructed polygon.
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Example 3.4: Table 3.7: The „Less-than or Equal‰ Cumulative Distribution on Weekly Book Sales Upper Boundary



Cumulative Frequency



33.5



0



43.5



2



53.5



7



63.5



19



73.5



37



83.5



47



93.5



49



103.5



50



Figure 3.7: „Less than or equal‰ cumulative frequency polygon of books on weekly sales
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EXERCISE 3.5 1.



The table below shows the performance of first year mathematics in a final examination for 800 male students and 900 female students. The performance is classified in the categories of High, Medium and Low. StudentÊs Performance



Male



Female



High



190



250



Medium



430



520



Low



180



130



Total



800



900



(a) Construct a bar chart to display the distribution of male students with respect to their level of performance in first year mathematics final examination. (b) Construct a bar chart to display the distribution of female students with respect to their level of performance in first year mathematics final examination. (c)



2.



Construct a bar chart and compare the performance distribution of male and female students with respect to their level of performance in the first year mathematics final examination.



A random survey on the transportation of college students staying outside campus has been done. The survey found 35% of the students taking college bus, 25% of them come by car and there are 20% of them coming to college by motorcycle. (a) From the given results, do the percentages total up to 100%? If not, how to complete the missing part so that you can construct a proper pie diagram to represent the distribution of students using various types of transport to go to college? (b) Use the findings from (a) to construct the appropriate pie chart.
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The following table shows the distribution of time (hours) allocated per day by 20 students for their online participation.



Time (Hours)



0.5-0.9



1.0-1.4



1.5-1.9



2.0-2.4



2.5-2.9



3.0-3.4



5



2



3



6



3



1



Number of Students



(a)



State the class width of each class in the table. Give a comment on the uniformity of the class width. Finally, obtain the lower limit of the first class.



(b)



Then, construct the appropriate histogram of the above distribution.



4.



The following table shows the distribution of funds (in RM) saved by students in their school cooperative.



Saving Funds (RM) Number of Students



1-9



1019



2029



3039



4049



5059



6069



7079



8089



9099



5



10



15



20



40



35



20



8



5



2



(a)



Construct a frequency polygon for the above distribution.



(b)



Obtain a cumulative less-than or equal frequency distribution, then construct its polygon graph.



(c)



By referring to the polygons in (b), determine the number of students whose total saving in the school cooperative is not exceeding RM59.50.
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Qualitative data such as nominal and ordinal can be represented in graphs by using pie chart or bar charts. The quantitative data whether they are continuous or discrete are more appropriate to be represented graphically by using histogram and polygon.



Bar chart



Horizontal axis



Cumulative frequency polygon



Multiple bar charts



Frequency polygon



Pie chart



Histogram



Vertical axis
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Measures of Central Tendency



LEARNING OUTCOMES By the end of this topic, you should be able to: 1.



Explain the concept of measure of central tendency in the description of data distribution;



2.



Obtain mean, mode, median and quantiles;



3.



State the empirical relationship between mean, mode and median;



4.



Calculate the inter-quartile range; and



5.



Estimate the median and quartiles from cumulative distribution.



INTRODUCTION In this topic, you will learn about the position measurements consisting of mean, mode, median and quantiles. The quantiles will include quartiles, deciles and percentiles. A good understanding of these concepts is important as they will help you to describe the data distribution.



4.1



MEASUREMENT OF CENTRAL TENDENCY



Measurement of central tendency refer to measurements that are real numbers located on the horizontal line where the original raw data are plotted. Sometimes, the above real line is called line of data. The numbers are obtained by using an appropriate formula. Figure 4.1 shows the measurement of central tendency.



Copyright © Open University Malaysia (OUM)



44



TOPIC 4



MEASURES OF CENTRAL TENDENCY



Figure 4.1: Measurement of central tendency



The numbers such as mean, mode and median in general can be used to describe the property or characteristics of the data distribution. The figures can be further used to infer the characteristic of the population distribution. (a)



Mean or arithmetic mean which is given a symbol ø (read miu) is defined as the average of all numbers. Mean involves all data from the smallest to the largest value in the data set. Thus, both extremely large value data or extremely small value data will affect the value of mean.



(b)



Median is another measure of central tendency which can be used to describe the distribution of data, as we can say that about 50% of the data have values less than the value of median, and another 50% of the data have values larger than the value of median. Since the calculation of median does not involve all observations, it therefore is not affected by extreme values of data.



(c)



Mode for a set of data is the observation (or the number) which has the largest frequency. Set of data having only one mode is called unimodal data. A set of data may have two modes, and the set is called bimodal data. In the case of more than two modes, the set will be called multimodal data.
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Some roles of the measurements that we have discussed earlier are: (a)



Describing a Quantitative Feature of Sample Data (i)



Let us discuss about mean of distribution data. As this number is calculated by averaging of all data, it therefore can be considered as the centre of the whole observations. This number will tell us in general that most likely all observations should be scattered around the mean. For example, if the mean of a given data set is 40, then we could expect that majority of observations must be located around the number 40 as their centre position.



(ii)



(b)



The second feature is that as a centre, the mean actually tells us the location or position of data distribution. For data set having mean 60, its distribution will be located to the right of the above data set. Similarly, data set having mean 10 will be located to the left of the previous data set.



Describing the Proportion Feature of the Data Set Supposing the raw data has been arranged in ascending order and plotted on the line of data, then let us tak a look at the following quartiles. (i)



The number Q1 located on the data line which makes the first 25% (i.e. a proportion of one fourth) of the data comprise of observations having values less than Q1 is called the first quartile.



(ii)



The second quantity Q2 located on the data line which makes about 50% (i.e. a proportion of one half) of the data comprise of observations having values less than Q2 is called the second quartile. The second quartile is also called the median of the distribution which divides the whole distribution into two equal parts.



(iii) The third quantity Q3 located on the data line which makes about 75% (i.e. a proportion of three fourth) of the data comprise of observations having values less than Q3 is called the third quartile. The above three quartiles are common quantities beside the mean and standard deviation used to describe the distribution of data. It is clearly understood that the three quartiles divide the whole distribution into four equal parts. Figure 4.2 shows the positions of the quartiles.
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Figure 4.2: Quartiles divide the whole frequency distribution into four equal parts



Deciles and Percentiles (a)



Deciles Deciles are from the root word „decimal‰ which means tenths. This indicates that deciles consist of nine ordered numbers D1, D2, ⁄, D8 and D9 which divide the whole frequency distribution into 10 (or 9 + 1) equal parts. Again here, each part is termed in percentages. Thus we have the first 10% portion of observations having values less than or equal D1 and about 20% of observations having values less than or equal D2 and so forth. The last 10% of observations have values greater than D9. Then we called D1, D2, ⁄, D8 and D9 as the First, Second, Third, ⁄ and the ninth deciles.



(b)



Percentiles Percentiles are from the root word „per cent‰ means hundredths. This indicates that percentiles consist of 99 ordered numbers P1, P2, ⁄, P98 and P99 which divide the whole frequency distribution into 100 (or 99 + 1) equal parts. Again here, parts are termed in percentages of 1% each. Thus, we have the first 1% portion of observations having values less than or equal to P1, about 20% portion of observations having values less than or equal to P20 and so forth; and the last 1% of observations having values greater than P99. Then we called P1, P2, ⁄, P98 and P99 as the First, Second, Third, ⁄ and the ninety-ninth percentiles. Notice that P10 is equal to D1, P25 is equal to Q1 and so on.



ACTIVITY 4.1 What is the role of position measurements to describe data distribution? Discuss with your coursemates.
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MEASURE OF CENTRAL TENDENCY FOR UNGROUPED DATA



Let us now continue our discussion on measure of central tendency for ungrouped data.



4.2.1



Mean of Ungrouped Data



The mean of a set of n numbers x1, x2,..., xn is given by the following formula:



x1



x2 ... xn n



1 n



xi



In this module, all calculations will involve all observations, therefore we consider the given data as a population. Example 4.1: Calculate the mean of set numbers 3, 6, 7, 2, 4, 5 and 8. Solution: 3+6+7+ 2+ 4+5+8



35



7



7



5



Example 4.2: Find the mean for weights of 20 selected screws in a production line. 0.87 0.89



0.88 0.88



0.91 0.91



0.92 0.86



0.86 0.84



0.91 0.83



0.90 0.88



0.93 0.88



0.82 0.86



0.89 0.87



Solution: 17.59 20



0.88 gram
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Example 4.3: Here is the set of annual incomes of four employees of a company: RM4,000, RM5,000, RM5,500 and RM30,000. (a)



Obtain the mean of the annual income.



(b)



Give your comment on the values of the income.



(c)



Give your comment on the value of the mean obtained. Can the value of mean play the role as centre of the given data set?



Solution: (a)



The mean is given by, 4000 + 5000 + 5500 + 30 000 4



RM11, 125



(b)



The RM30,000 is extremely large as compared to the other three income. This data does not belong to the group of the first three income.



(c)



The extreme value RM30,000 is shifting the actual position of mean to the right. Since a majority of the income is less than RM6,000, the figure RM11,125 is not appropriate to be called the centre of the first three income. It would be better if the fourth employee is removed from the group. This will make the mean of the first three income become RM4,833 which is more appropriate to represent the centre of the majority income, i.e. the first three income.



4.2.2



Median of Ungrouped Data



Median is defined as: When all observations are arranged in ascending (or maybe descending order), then median is defined as the observation at the middle position (for odd number of observation), or it is the average of two observations at the middle (for even number of observations).
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Calculating Median of Ungrouped Data For ungrouped data, the median is calculated directly from its definition with the following steps: 1 Step 1: Get the position of the median, x position n 1 . 2 Step 2:



Arrange the given data in ascending order.



Step 3:



Identify the median, x or calculate the average of the two middle observations, when the number are even.



Example 4.4: Obtain the median of the following sets of data. (a)



2, 3, 4, 7, 4, 5, 2, 6, 5, 7, 7, 6, 5, 8, 3, 5, 4, 9, 5, 7, 3, 5, 8, 4 ,6 ,2, 9 ~ n = 27



(b)



3, 4, 7, 5, 8, 9, 10, 11, 2, 12 ~ n = 10



Solution: Set (a) Step 1:



x position



1 2



n 1



1 2



27 1



14 . Thus the position of median is 14th. Median



Step 2: Step 3:



2, 2, 3, 3, 3, 4, 4, 4, 4, 5, 5, 5, 5, 5, 5, 6, 6, 6, 7, 7, 7, 7, 8, 8, 9, 2, 9 The median is 5.



Set (b) Step 1:



x position



1



10 + 1 2 6th position.



5.5 . This position is at the middle, between 5th and



Median



Step 2: Step 3:



2, 3, 4, 5, 7, 8, 9, 10, 11, 12 The median is



7+8 2



7.5
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Mode of Ungrouped Data



For the set of data with moderate number of observations, mode can be obtained direct from its definition. The data should first be arranged in ascending (or descending) order. Then the mode will be the observation(s) which occurs most frequently. Example 4.5: Obtain the mode of the following data set: (a)



2, 3, 4, 7, 4, 5, 2, 6, 5, 7, 7, 6, 5, 8, 3, 5, 4, 9, 5, 7, 3, 5, 8, 4, 6



(b) 2, 3, 4, 7 (c) 2, 3, 4, 4, 4, 4, 4, 5, 6, 7, 8, 9, 9, 9, 9, 9, 10, 12 Solution: (a)



2, 2, 3, 3, 3, 4, 4, 4, 4, 5, 5, 5, 5, 5, 5, 6, 6, 6, 7, 7, 7, 7, 8, 8, 9, 2, 9 Since number 5 occurs six times (the highest frequency) therefore the mode is 5.



(b)



2, 3, 4, 7 There is no mode for this data set.



(c)



2, 3, 4, 4, 4, 4, 4, 5, 6, 7, 8, 9, 9, 9, 9, 9, 10, 12 Since numbers 4 and 9 occur five times, this set is bimodal data. The modes are 4 and 9.



4.2.4



Quartiles of Ungrouped Data



In this course, we focus on the calculation of quartiles as Deciles and Percentiles can be calculated in a similar way. You are advised to refer to Statistik Perihalan dan Kebarangkalian written by Mohd. Kidin Shahran, DBP, 2002 (reprint). You also can refer to any text books for further detail.
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Calculating Quartile of Ungrouped Data In the case of moderately large data size it is not necessary to group it into several classes. It may follow the steps below: r Step 1: Get the position of the quartile, Qr position n 1 where 4 r = 1 for first quartile, r = 2 for second quartile, and r = 3 for third quartile. Step 2:



Arrange the given data in ascending order.



Step 3:



Obtain quartile, Qr .



Example 4.6: Obtain the quartiles of the following set of data. 12, 13, 12, 14, 14, 24, 24, 25, 16, 17, 18, 19, 10, 13, 16, 20, 20, 22 Solution: Step 1:



Q1 position



1 4



n 1



1 4



18 + 1



4.75



4 + 0.75 .



Q1 is positioned between 4th and 5th, and it is 0.75 above the 4th position. 2 Q2 position 18 + 1 9.5 9 + 0.5 4 Q2 is positioned between 9th and 10th, and it is 0.5 above the 9th position. Q3 position



3 4



18 + 1



14.25 14 + 0.25



Q3 is positioned between 14th and 15th, and it is 0.25 above the 14th position.
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Q1



Q2



Q3



10, 11, 12, 12, 13, 13, 14, 14, 16, 17, 18, 19, 20, 20, 22, 24, 24, 25 Step 3:



Q1 is positioned between 12 and 13, and it is 0.75 above 4th. Q1 = 12 + (0.75) (13 12) = 12 .75 Q2 is positioned between 16 and 17, and it is 0.5 above 9th. Q2 = 16 + (0.5) (17 16) = 16.5 Q3 is positioned between 20 and 22, and it is 0.25 above 14h. Q3 = 20 + (0.25) (22 20) = 20.5



Example 4.7: Obtain the quartiles of the following set of data. 12, 3, 4, 9, 6, 7, 14, 6, 2, 12, 8 Solution: Step 1:



Q1 position Q2 position Q3 position



Step 2:



1 4 2 4 3 4



n 1



1 4



11+ 1



3 . Q1 is at 3rd position.



11+ 1



6 Q2 is at 6th position.



11+ 1



9 . Q3 is at 9th position.



Arrange data in ascending order. Q1



Q2



Q3



2, 3, 4, 6, 6, 7, 8, 9, 12, 12, 14 Step 3:



Q1 is at 3rd position. Q1 = 4 Q2 is at 6th position. Q2 = 7 Q3 is at 9th position. Q3 = 12
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MEASURE OF CENTRAL TENDENCY FOR GROUPED DATA



Next, we will discuss measure of central tendency for grouped data.



4.3.1



Mean of Grouped Data



In case we have a large number of data, it should be grouped into K classes. The following are some steps to determine the mean: Step 1:



Find the class midpoint, x of the frequency distribution.



Step 2:



Multiply the class midpoint and frequency of the distribution.



Step 3:



Calculate mean using the formula given below.



fi xi fi



where i = 1, 2, ..., k



i



1, 2 , . . . , k



Just remember that all observations in each class have been „forgotten‰ and replaced by the class mid-point. As such, the mean that we will obtain through this formula is just an approximation to the actual mean of the data. Example 4.8: Let us refer to the frequency of books on weekly sales given in Table 4.1 and the solution in Table 4.2. Table 4.1: Frequency Distribution Table of Weekly Book Sales Class



34 - 43



44 - 53



54 - 63



64 - 73



74 - 83



84 - 93



94 - 103



Frequency (f)



2



5



12



18



10



2



1
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Solution: Table 4.2: The Frequency Distribution of Weekly Book Sales Class Mid-point (x)



Class



34 + 43



34 - 43



2



Frequency (f)



38.5



f



x



(f Multiplies x)



2



77



44 - 53



48.5



5



242.5



54 - 63



58.5



12



702



64 - 73



68.5



18



1233



74 - 83



78.5



10



785



84 - 93



88.5



2



177



94 - 103



98.5



1



98.5



50



3315



Sum



Step 1 Step 3:



fi xi



3315



fi



50



66.3



Step 2 66 books



(As a comparison, the actual mean is 65.92 = 66 books) Example 4.9: Given in Table 4.3 is the frequency distribution of Statistics Score for 30 students and the solution in Table 4.4. Table 4.3: Frequency Distribution Table of Weight of Screws Class



0.82 0.83



0.84 0.85



0.86 0.87



0.88 0.89



0.90 0.91



0.92 0.93



Frequency



2



1



5



6



4



2



Obtain mean.
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Solution: Table 4.4: The Frequency Distribution of Weight of Screws Class Mid-point (x)



Class



0.82 + 0.83



0.82 0.83



2



0.825



Frequency (f)



f



x



(f Multiplies x)



2



1.65



0.84 0.85



0.845



1



0.845



0.86 0.87



0.865



5



4.325



0.88 0.89



0.885



6



5.31



0.90 0.91



0.905



4



3.62



0.92 0.93



0.925



2



1.85



20



17.6



Sum



Step 1



Step 3:



4.3.2



fi xi



17.6



fi



20



Step 2



0.88



Mean of Combined Sets of Data



Let us now take a look at an example of mean of combined sets of data. Example 4.10: There are five tutorial groups of students taking first year statistics. Their respective number of students are 40, 41, 42, 38 and 39. They have taken the final examination in a given semester and their respective mean score are 62, 67, 58, 70 and 65. Obtain the overall mean score of all students in the above examination.
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Solution: In this problem, we are given five groups or classes. For each class, the question provides the total number of students and class mean score (see Table 4.5). Table 4.5: Mean Score of Five Tutorial Group



n



Mean Score ( )



No. of Students (n)



62



40



2480



67



41



2747



58



42



2436



70



38



2660



65



39



2535



Sum



200



12858



Step 1



ni



Step 2:



4.3.3



ni



i



12858 200



64.29



Median of Grouped Data



Calculating Median of a Grouped Data The median is obtained by the following steps: Step 1:



(a)



Get the position of the median: x position



1 2



n 1 . Let us call this



number by M 0 . (b) Step 2:



Calculate cumulative frequency of the distribution.



Determine Class median. (a)



Refer to cumulative frequency, select class median with its cumulative frequency (F) > M 0 .



Copyright © Open University Malaysia (OUM)



TOPIC 4



(b)



57



MEASURES OF CENTRAL TENDENCY



Then make the following records: (i)



LB = lower boundary of the median class,



(ii)



fm = frequency of the median class,



(iii) C, the class width of the median class where C = upper boundary (UB) lower boundary (LB), (iv) FB = cumulative frequency before median class where FB < M 0 . Step 3:



Calculate the median using the following formula: The median, x is n 1 x



LB



FB



2



C



(4.4)



fm



Example 4.11: For above illustration, we will be using frequency of books on weekly sales in Table 4.6 and the solution in Table 4.7. Table 4.7: Frequency Distribution Table of Weekly Book Sales Class



34 - 43



44 - 53



54 - 63



64 - 73



74 - 83



84 - 93



Frequency (f)



2



5



12



18



10



2



94 - 103 1



Solution: Table 4.6: Frequency Distribution of Weekly Book Sales Class



Frequency (f)



Cumulative Frequency (F)



34 - 43



2



2



44 - 53



5



7



54 - 63



12



19



64 - 73



18



37



74 - 83



10



47



84 - 93



2



49



94 - 103



1



50



Sum



50



Class Boundaries



Class Width



FB



63.5 Lower boundary



73.5



73.5



63. 5 = 10



Upper boundary
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Step 2:



Refer to cumulative frequency, select class median with F > 25.5 that is F = 37



MEASURES OF CENTRAL TENDENCY



1 2



50 + 1



25.5



Class median = 64



M0 .



73. n 1



Step 3:



The median, x is LB



x



63.5 + 10



C



25.5 19 18



FB



2 fm



67.11 67 books



Example 4.12: Given below is the frequency distribution of the weight of screws as follows (see Table 4.8) and the solution is given in Table 4.9. Table 4.8: Frequency Distribution Table of Weight of Screws Class



0.82 0.83



0.84 0.85



0.86 0.87



0.88 0.89



0.90 0.91



0.92 0.93



Frequency



2



1



5



6



4



2



Obtain median. Solution: Table 4.9: Frequency Distribution of Weight of Screws Class



Frequency (f)



Cumulative Frequency (F)



0.82 0.83



2



2



0.84 0.85



1



3



0.86 0.87



5



8



0.88



0.89



6



14



0.90 0.91



4



18



Lower



Upper



0.92 0.93



2



20



boundary



boundary



Sum



20



Class boundaries



Class width



FB



0.875 0.895



0.895 0.875 = 0.02
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Step 1:



x position



Step 2:



Refer to cumulative frequency, select class median with F >10.5 that is F = 14



2



20 + 1



10.5



Class median = 0.88 Step 3:



0.89



The median, x is x



4.3.4



M0



10.5 8



0.875 + 0.02



6



0.883



Mode of Grouped Data



Class mode is the one that possesses the highest frequency. This means, a class mode is the class whereby the mode of the distribution is located. Then the mode can be obtained by using the following formula: The mode, xˆ



LB



B



C B



,



(4.5)



A



where



LB



is the lower boundary of the class mode.



B



is the difference between the frequency of the class mode and the frequency of the class immediately before class mode.



A



is the difference between the frequency of the class mode and the frequency of the class immediately after class mode.



C



is the class width of the class mode, C = UB



LB.



The following example demonstrates how to use the above formula.
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Example 4.13: Find the mode of frequency distribution of books on weekly sales given below in Table 4.10 and the solution can be seen in Table 4.11. Table 4.10: Frequency Distribution Table of Weekly Book Sales Class



34 - 43



44 - 53



54 - 63



64 - 73



74 - 83



Frequency (f)



2



5



12



18



10



84



93



94 - 103



2



1



Solution: Table 4.11: Frequency Distribution of Weekly Book Sales Class



Frequency (f)



34 - 43



2



44 - 53



5



54 - 63



12



64 - 73



18



Class Boundaries



Class Width



B



63.5



73.5



73.5



= 10



A



74 - 83



10



Lower



Upper



84 - 93



2



boundary



boundary



94 - 103



1



Sum



Step 1:



63. 5



50



Refer to frequency, select class mode which contains the largest frequency. Class mode = 64 73 B = 18



Step 2:



12 = 6; A = 18



The mode, xˆ is LB



10 = 8. B



C B



x



63.5 + 10



6 6+8



67.79



A



68 books
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Example 4.14: Given the frequency distribution of weight of screws as follows in Table 4.12 and the solutions in Table 4.13. Table 4.12: Frequency Distribution Table of Weight of Screws Class



0.82 0.83



0.84 0.85



0.86 0.87



0.88 0.89



0.90 0.91



0.92 0.93



Frequency



2



1



5



6



4



2



Obtain mode. Solution: Table 4.13: Frequency Distribution of Weight of Screws Class



Frequency (f)



0.82 0.83



2



0.84 0.85



1



0.86 0.87



5



Class boundaries



Class width



B



0.88



0.89



6



0.875 0.895 A



0.90 0.91



4



Lower



Upper



0.92 0.93



2



boundary



boundary



Sum



Step 1:



Step 2:



0.895 0.875 = 0.02



20



Refer to frequency, select class mode which contains the largest frequency. Class mode = 0.88



0.89



B = 6 5 = 1; A = 6



4 = 2.



The mode, xˆ is x



0.875 + 0.02



1 1+ 2



0.882
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The Relationship between Mean, Mode and Median



Sometimes for the unimodal distribution, we may have two types of relationships which are location relationship and empirical relationship. (a)



Location Relationships There are three different cases that can occur as follows: (i)



Symmetrical Distribution The graph of this type of distribution is shown in Figure 4.3(a). In this case, the above three measurements have the same location on the horizontal axis. Thus, we have an empirical relationship: Mean = Mode = Median; i.e. x



xˆ



x;



Figure 4.3(a): The positions of Mean ( x ), Mode ( xˆ ) and the Median ( x )



(ii)



Left Skewed Distribution The graph of this type of distribution is shown in Figure 4.3(b). In this case, the above three measurements have different locations on the horizontal axis with the following empirical relationship: Mean < Median < Mode; i.e. x



x



xˆ ;



Figure 4.3(b): The positions of Mean ( x ), Mode ( xˆ ) and the Median ( x )
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(iii) Right Skewed Distribution The graph of this type of distribution is shown in Figure 4.3(c). In this case, the above three measurements have different locations on the horizontal axis with the following empirical relationship: Mean > Median >Mode ; i.e. x



x



xˆ ;



Figure 4.3(c): The positions of Mean ( x ), Mode ( xˆ ) and the Median ( x )



(b)



Empirical Relationship For unimodal distribution which is moderately skewed (fairly close to symmetry), we have the following empirical relationship between mean, mode and median.



3 (Mean



(Mean Mode)



x



xˆ



3 x



Median), or



x



(4.6)



where, x = min; xˆ = mod; and x = median. This means that if the formula above is fulfilled, then we say that the given distribution is moderately skewed.



ACTIVITY 4.2 Discuss with your coursemates about the advantages as well as disadvantages using Mean, Mode and Median.
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Quartiles of Grouped Data



When the data size is large, it is common to group the data into several classes. The quartiles of grouped data are obtained by the following steps: Step 1:



(a)



Get the position of the quartile: Qr position



r 4



n 1 . Let us call this



number M 0 .



r = 1 for first quartile; r = 2 for second quartile; and r = 3 for third quartile. Remark: Q2 = median (b) Step 2:



Calculate cumulative frequency of the distribution.



Determine Class quartile. (a)



Refer to cumulative frequency, select class quartile with its cumulative frequency (F) > M 0 .



(b)



Then make the following records: (i)



LB = lower boundary of the quartile class,



(ii)



fQ = frequency of the quartile class,



(iii) C, the class width of the quartile class where C = upper boundary (UB) lower boundary (LB), (iv) FB = cumulative frequency before quartile class where FB < M 0 . Step 3:



Calculate the quartile using the following formula: The quartile, Qr is r ( n 1) Qr



LB



C



4 fQ



FB



(4.7)
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Example 4.15: Using frequency of books on weekly sales in Table 4.14, find the first and third quartile. The solution is shown in Table 4.15. Table 4.14: Frequency Distribution Table of Weekly Book Sales Class



34 - 43



44 - 53



54 - 63



64 - 73



74 - 83



84 - 93



Frequency (f)



2



5



12



18



10



2



94 - 103 1



Solution: Table 4.15: Frequency Distribution of Weekly Book Sales Class



Frequency (f)



Cumulative Frequency (F)



34 - 43



2



2



44 - 53



5



7



54 - 63



12



19



64 - 73



18



37



74 - 83



10



47



84 - 93



2



49



94 - 103



1



50



Sum



50



1



Class Boundaries



Class Width



FB for Q1 53. 5



63.5



63.5



53.5 = 10



73.5



83.5



83.5



73.5 = 10



FB for Q3



Step 1:



Q1 position



Step 2:



Refer to cumulative frequency, select class quartile with F >12.75 that is F = 19



4



12.75 M 0 .



50 +1



Class Q1= 54



63 r ( n 1)



Step 3:



Qr



LB



C



Q1



53.5 + 10



4



FB



fQ



12.75 7 12



58.29



58 books



Repeat the steps for calculating Q3.
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Q3 position



Step 2:



Refer to cumulative frequency, select class quartile with F > 38.25 that is F = 47



MEASURES OF CENTRAL TENDENCY



3 4



50 + 1



Class Q3 = 74 Step 3:



Q3



38.25



M0



83 38.25 37



73.5 + 10



10



74.75



75 books



Thus, we can conclude that about 25% of the weekly sales is less than or equal to 58 books; and that about 75% of the weekly sales is less than or equal to 75 books. Example 4.16: Given below in Table 4.16 is the frequency distribution of the weight of screws. The solution is shown in Table 4.17. Table 4.16: Frequency Distribution Table of Weight of Screws Class



0.82 0.83



0.84 0.85



0.86 0.87



0.88 0.89



0.90 0.91



0.92 0.93



Frequency



2



1



5



6



4



2



Obtain the first and third quartile. Solution: 1



Step 1:



Q1 position



Step 2:



Refer to cumulative frequency, select class quartile with F >5.25 that is F=8



4



20 + 1



5.25



M0



Class Q1 = 0.86 0.87 Step 3:



Q1



0.855 + 0.02



5.25 3 5



0.864
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Table 4.17: Frequency Distribution of Weight of Screws Class



Frequency (f)



Cumulative Frequency (F)



0.82 0.83



2



2



0.84 0.85



1



3



0.86



0.87



5



8



0.88 0.89



6



14



0.90



0.91



4



18



0.92 0.93



2



20



Sum



20



Class Boundaries



Class Width



FB for Q1 0.855 0.875



UB



LB = 0.02



0.895 0.915



UB



LB = 0.02



FB for Q3



Repeat the steps for calculating Q3. 3



Step 1:



Q3 position



Step 2:



Refer to cumulative frequency, select class quartile with F >15.75 that is F = 18



Step 3:



4



20 + 1



15.75



M0



Class Q3 = 0.90 0.91 15.75 14 Q3 0.895 + 0.02 4



0.904
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EXERCISE 4.1 1.



Calculate the mean of each of the following data set: (a)



StudentÊs Mathematics marks for five different examinations are: 85, 90, 70, 65, 75.



(b)



Diameter (mm) of ten beakers in science laboratory: 38.5, 40.6, 39.2, 39.5, 40.4, 39.6, 40.3, 39.1, 40.1, 39.8.



(c)



Monthly income (in RM) of six factory employees is: 650, 1500, 1600, 1800, 1900 and 2200. Give brief comments on your answer.



2.



There are five groups of students whose sizes are respectively 14, 15, 16, 18 and 20. Their respective average heights (in metre) are: 1.6, 1.45, 1.50, 1.42 and 1.65. Obtain the average heights of all students.



3.



For the following frequency table, obtain the mean, mode, median as well as first and third quartiles.



Weights (Kg)



90-94



95-99



100104



105109



110114



115119



120124



125129



Number of Parcels



2



5



12



17



14



6



3



1



In this topic, we have learnt about mean, mode, median as well as the quartiles, deciles and percentiles. The mean which is affected by extreme end values plays the role as a centre of distribution. Thus, given the value of mean, we can describe that almost all observations are located surrounding the mean. The mode usually describes the most frequent observations in the data.
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We can interpret further that for any two different distributions, their respective means will indicate that they are at two different locations. As such, the mean is sometime being called location parameter. The median will be used if we want to summarise the distribution in two equal parts of 50% each. If we want to break further to summarise in the proportions of 25% each, then we should use quartiles. We can also use percentiles to describe the distribution using proportion (in percentages). However, to describe completely about any distribution, we need to describe the shape and the data coverage (the range).



Measure of central tendency



Mode



Data distribution



Median



Mean



Quartiles
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Measures of Dispersion



LEARNING OUTCOMES By the end of this topic, you should be able to: 1.



Describe the concept of dispersion measures;



2.



Explain the concept of range as a dispersion measure;



3.



Categorise the distribution curve by its symmetry and non-symmetry; and



4.



Analyse variance and standard deviation.



INTRODUCTION We have discussed earlier the position quantities such as mean and quartiles, which can be used to summarise the distributions. However, these quantities are ordered numbers located at the horizontal axis of the distribution graph. As numbers along the line, they are not able to explain in quantitative measure for example about the shape of the distribution. In this topic, we will learn about quantity measures regarding the shape of a distribution. For example, the quantity, namely variance is usually used to measure the dispersion of observations around their mean location. The range is used to describe the coverage of a given data set. Coefficient of skewedness will be used to measure the asymmetrical distribution of a curve. The coefficient of curtosis is used to measure peakedness of a distribution curve.



ACTIVITY 5.1 Is it important to comprehend quantities like mean and quartiles to prepare you to study this topic? Give your reasons.
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The mean of a distribution has been termed as location parameter. Locations of any two different distributions can be observed by looking at their respective means. The range will tell us about the coverage of a distribution, whilst variance will measure the distribution of observations around their mean and hence the shape of a distribution curve. Small value of variance means the distribution curve is more pointed and the larger value of the variance indicate the distribution curve is more flat. Thus, variance is sometimes called shape parameter. Figure 5.1(a) shows two distribution curves with different location centres but possibly of the same dispersion measure (they may have the same range of coverage, but of different variances). Curve 1 could represent a distribution of mathematics marks of male students from School A; while Curve 2 represents distribution of mathematics marks of female students in the same examination from the same school.



Figure 5.1(a): Two distribution curves with different location centres but possibly of the same dispersion measure



Figure 5.1 (b) shows two distribution curves with the same location centre but possibly of different dispersion measures (they may have different range of coverages, as well as variances). Curve 3 could represent a distribution of physics marks of male students from School A and Curve 4 represents the distribution of physics marks of male students in the same examination but from School B.
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Figure 5.1 (b): Two distribution curves with same location centre but possibly of different dispersion measures



Figure 5.1 (c) shows two distribution curves with different location centres but possibly of the same dispersion measure (they may have the same range of coverage, but possibly of the same variance). However, Curve 5 is slightly skewed to the right and Curve 6 is slightly skewed to the left. Curve 5 could represent a distribution of mathematics marks of students from School A and Curve 6 may represent distribution of mathematics marks of students in the same trial examination but from different school.



Figure 5.1 (c): Two distribution curves with different location centres but possibly of same dispersion measure



By looking at Figures 5.1(a), (b) and (c), besides the mean, we need to know other quantities such as variance, range and coefficient of skewedness in order to describe or summarise completely a given distribution. Dispersion Measure involves measuring the degree of scatteredness observations surrounding their mean centre.
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The following are examples of dispersion measures: (a)



Dispersion Measure Around Mean of Distribution It measures the deviation of observations from their mean. There are two types that can be considered: (i)



Mean Deviation; and



(ii)



Standard Deviation.



(b)



Central Percentage Dispersion Measure This measure has some relationship with median. There are two types that can be considered: (i)



Central Percentage Range 10



(ii)



Inter Quartile Range.



(c)



90; and



Distribution Coverage This quantity measures the range of the whole distribution which shows the overall coverage of observations in data set.



However in this module, we will consider Standard Deviation, Inter Quartile Range and Range.



5.2



THE RANGE



The range is defined as the difference between the maximum value and the minimum value of observations.



Thus, Range = Maximum value Minimum value



(5.1)



As can be seen from formula 5.1, range can be easily calculated. However, it depends on the two extreme values to measure the overall data coverage. It does not explain anything about the variation of observations between the two extreme values.



Copyright © Open University Malaysia (OUM)



74



TOPIC 5



MEASURES OF DISPERSION



Example 5.1: Give comment on the scatteredness of observations in each of the following data sets: Set 1



12



6



7



3



15



5



10



18



5



Set 2



9



3



8



8



9



7



8



9



18



Solution: (a)



Arrange observations in ascending order of values, and draw scatter points plot for each set of data.



Set 1



3



5



5



6



7



10



12



15



18



Set 2



3



7



8



8



8



9



9



9



18



Figure 5.2



(b)



Both data sets having same range which is 18



3 = 15.



(c)



Observations in Set 1 are scattered almost evenly throughout the range. However, for Set 2, most of the observations are concentrated around numbers 8 and 9.



(d)



We can consider numbers 3 and 18 as outliers to the main body of the data in Set 2.



(e)



From this exercise, we learn that it is not good enough to compare only the overall data coverage using range. Some other dispersion measures have to be considered too.



To conclude, Figures 5.2 shows that two distributions can have the same range but they could be of different shapes which cannot be explained by range.
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ACTIVITY 5.2 „Range does not explain the density of a data set‰. What do you understand about this statement? Discuss it with your coursemates.



EXERCISE 5.1 1.



The following are two sets of mathematics marks from an examination: Set A: 45, 48, 52, 54, 55, 55, 57, 59, 60, 65 Set B: 25, 32, 40, 45, 53, 60, 61, 71, 78, 85



2.



5.3



(a)



Calculate the mean and the range of both data sets.



(b)



Give comment on the scatteredness of observations in both sets.



Below are two sets of physics marks in an examination. Set C



35



62



42



75



26



50



57



8



88



80



18



83



Set D



50



42



60



62



57



43



46



56



53



88



8



59



(a)



Calculate the mean and the range of both data sets.



(b)



Give comment on the scatteredness of observations in both sets.



INTER QUARTILE RANGE



Inter quartile range is the difference between Q3 and Q1. It is used to measure the range of 50% central main body of data distribution.



The longer range indicates that the observations in the central main body are more scattered. This quantity measure can be used to complement the overall range of data, as the latter has failed to explain the variations of observations between two extreme values.
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Besides, the former does not depend on the two extreme values. Thus inter quartile range can be used to measure the dispersions of the main body of data. It is also recommended to complement the overall data range when we make comparison of two sets of data. For example, let us consider question 2 in Exercise 5.1 where Set C is compared with Set D. Although they have the same overall data range (88 8 = 80), they have different distribution. The inter quartile range for Set C is larger than Set D. This indicates that the main body data of Set D is less scattered than the main body data of Set C. Inter quartile range is given by:



IQR



Q3 Q1



(5.2)



Double bars | | means absolute value. Some reference books prefer to use Semi Inter Quartile Range which is given by:



Q



IQR



(5.3)



2



Example 5.2: By using the inter quartile range, compare the spread of data between Set C and Set D in question 2 (Exercise 5.1). Set C



35



62



42



75



26



50



57



8



88



80



18



83



Set D



50



42



60



62



57



43



46



56



53



88



8



59



Solution: (a)



Q1 is at the position



Q3 is at the position Q1



1 4 3 4



12 + 1 = 3.25



12 + 1 = 9.75 Q3



Set C: 8, 18, 26, 35, 42, 50, 57, 62, 75, 80, 83, 88 Set D: 8, 42, 43, 46, 50, 53, 56, 57, 59, 60, 62 ,88
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(b)



Set C: Q1 = 26 + 0.25 (35 26) = 28.25; Set D: Q1 = 43 + 0.25 (46 43) = 43.75.



(c)



Set C, Q3 = 75 + 0.75 (80 75) = 78.75; Set D, Q3 = 59 + 0.75 (60 59) = 59.75



(d)



Then the inter quartile range for each data set is given by



(e)



(i)



IQR (C) = 78.75



28.25 = 50.5 ; and



(ii)



IQR (D) = 59.75



43.75 = 16.0.



77



Since IQR (D) < IQR(C) therefore data Set D is considered less spread than Set C.



Coefficient of Variation, VQ Inter quartile range (IQR) and semi inter quartile range (Q) are two quantities which have dimensions. Therefore, they become meaningless when being used in comparing two data sets of different units. For instance, comparison of data on age (years) and weights (kg). To avoid this problem, we can use the coefficient of quartiles variation, which has no dimension and is given by:



Q3 Q1 VQ



Q TTQ



Q3 Q1



2 Q3



Q1



Q3



Q1



(5.4)



2 In the above formula, TTQ is the mid point between Q1 and Q3; and the two bars | | means absolute value.
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EXERCISE 5.2 Given the following three sets of data, answer the following questions. Set E: Age (Yrs)



5-14



15-24



25-34



35-44



45-54



55-64



65-74



Number of Residents



35



90



120



98



130



52



25



1014.99



1519.99



2024.99



2529.99



3034.99



3539.99



4044.99



2



6



15



22



35



15



5



11.02



1.031.05



1.061.08



1.091.11



1.121.14



1.151.17



1.181.20



3



15



28



30



25



14



5



f 550



Set F: Value of Products (RM) x 100 Number of Products



f



100



Set G: Extra Charges (RM) Number of Shops



1.



Calculate Q1, Q2, Q3 for each data set.



2.



Obtain the inter quartile range (IQR) for each data set.



3.



Then make comparison of the spread of the above data sets.



f 120
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VARIANCE AND STANDARD DEVIATION



Variance is defined as the average of squared distance of each score (or observation) from the mean. It is used to measure the spreading of data.



If we have two distributions, the one with larger variance is more spreading and hence its frequency curve is more flat. Variance of population uses symbol 2 and always has a positive sign. Standard deviation is obtained by taking the square root of the variance. In this module, we will consider the given data as a population.



5.4.1



Standard Deviation of Ungrouped Data



Suppose we have n numbers x1, x2,⁄, xn, with their mean as standard deviation is given by: n



xi



.Then the



2



i 1



(5.5)



n



Example 5.3: Obtain the standard deviation of the data set 20, 30, 40, 50, 60. Solution: x



x



)2



(x



20



20 40 = -20



(-20)2 = 400



30



30 40 = -10



(-10)2 = 100



40



0



0



50



10



100



60



20



400



Sum = 200



Sum = 1000



)2



(x



= 200/5 = 40



n



The standard deviation of the population,



200



= 1000/5 = 200



14.14.
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EXERCISE 5.3 1.



Obtain the standard deviation of data Sets 1 and 2 in Example 5.1.



2.



Obtain the standard deviation of data Sets A, B, C and D in Exercise 5.1.



5.4.2



Alternative Formula to Enhance Hand Calculations



To avoid subtracting each score from , the equivalence formula (5.6) can be used to calculate the standard deviation. xi2



xi



n



2



(5.6)



n



Example 5.4: Calculate the mean of set numbers 3, 6, 7, 2, 4, 5 and 8. Solution: x



3



6



7



2



4



5



8



x2



9



36



49



4



16



25



64



x



x



35



2



203



From formula (5.6), the standard deviation is 203



35



7



7



2



2
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Example 5.5: Obtain the standard deviation of data Set 2 in Example 5.1. Set 2



9



3



8



8



9



7



8



9



18



Solution: x



9



3



8



8



9



7



8



9



18



x2



81



9



64



64



81



49



64



81



324



817



79



9



9



x



x



79



2



817



2



3.71



(You can compare this with the answer obtained in Exercise 5.3.)



5.4.3



Standard Deviation of Grouped Data



Standard deviation can be calculated through the following formula: f i xi2



fi xi



n



n



2



(5.7)



where xi is the class mid-point of the ith class whose frequency is fi. Example 5.6: Obtain the standard deviation of the books on weekly sales given in Table 2.5. The solution can be seen in Table 2.6. Table 2.5: Frequency Distribution Table of Weekly Book Sales Class



34 - 43



44 - 53



54 - 63



64 - 73



74 - 83



84 - 93



Frequency (f)



2



5



12



18



10



2



94 - 103 1
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Solution: Table 2.6: Frequency Distribution of Weekly Book Sales Class



Class Midpoint (x)



Frequency (f )



f x (f multiplies x)



f x2 (f multiplies x2 )



34 - 43



38.5



2



77



2964.5



44 - 53



48.5



5



242.5



11761.25



54 - 63



58.5



12



702



41067



64 - 73



68.5



18



1233



84460.5



74 - 83



78.5



10



785



61622.5



84 - 93



88.5



2



177



15664.5



94 - 103



98.5



1



98.5



9702.25



50



3315



227242.5



Sum



The standard deviation is: f i xi2



f i xi



n



n



The variance is



2



2



= 149.16



2272425



3315



50



50



2



12.21 12 books



149 books.



ACTIVITY 5.3 Do you think obtaining standard deviation for grouped data is easier than for ungrouped data? Justify your answer.



Coefficient of Variation When we want to compare the dispersion of two data sets with different units, as data for age and weight, variance is not appropriate to be used simply because this quantity has a unit. However, the coefficient of variation, V, as given below which is dimensionless is more appropriate. V



Standard Deviation Mean



(5.9)



The comparison is more meaningful, because we compare standard deviation relative to their respective mean.
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Example 5.7: Data set A has mean of 120 and standard deviation of 36 but data set B has mean of 10 and standard deviation of 2. Compare the variation in data set A and data set B. Solution: A



VA



120



36 120



A



100%



36



B



30%



VB



10



2 10



B



100%



2



20%



Data set A has more variation, while data set B is more consistent. Data set B is more reliable compared to data set A.



EXERCISE 5.4 Referring to data Sets E, F and G in Exercise 5.2: (a)



Calculate the standard deviation and coefficient of variation; and



(b)



Compare their data spread.



5.5



SKEWNESS



In a real situation, we may have distribution which is: (a)



Symmetry



(b)



Negatively skewed
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Positively skewed



Sometimes we need to measure the degree of skewness. For a skewed distribution, the mean tends to lie on the same side of the mode as the longer tail. Thus, a measure of the asymmetry is supplied by the difference (Mean Mode). We have the following dimensionless coefficient of skewness: PearsonÊs First Coefficient of skewness



(a)



Mean Mode



PCS (1)



Standard Deviation



xˆ



x



(5.10)



s



PearsonÊs Second Coefficient of skewness If we do not have the value of Mode, we have the following second measure of skewness:



(b)



3 Mean Median



PCS (2)



Standard Deviation



3 x



s



x



(5.11)



Example 5.8: If data set A has mean of 9.333, median of 9.5 and standard deviation of 2.357, then calculate PearsonÊs coefficient of skewness for the data set. Solution: x



x



9.333



PCS



3 x



s



x



9.5



s



2.357



3 9.333 9.5 2.357



0.213



In our case, the distribution is negatively skewed. There are more values above the average than below the average.
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EXERCISE 5.5 Given the frequency table of two distributions as follows: Distribution A: Weight (Kg) No. of Students



20-29



30-39



40-49



50-59



60-69



70-79



80-89



4



10



20



30



25



10



1



Distribution B: Marks



20-29



30-39



40-49



50-59



60-69



70-79



80-89



No. of Students



10



20



30



20



15



4



1



Make a comparison of the above distributions based on the following statistics: (a)



Obtain: mean, mode, median, Q1, Q3, standard deviation and the coefficient of variation.



(b) Obtain the PearsonÊs coefficient of skewness and comment on the values obtained.



In this topic, you have studied various measures of dispersions which can be used to describe the shape of a frequency curve. It has been mentioned earlier that overall range cannot explain the pattern of observations lying between the minimum and the maximum values. Thus we introduce inter quartile range (IQR) to measure the dispersion of the data in the middle 50% or the main body. The variance which is being called Shape Parameter is also given to measure the dispersion. However, for comparison of two sets of data which have different units, coefficient of variation is used.
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This coefficient is preferred because it is dimensionless. The PearsonÊs coefficient of skewness is given to measure the degree of skewness of nonsymmetric distribution.



Coefficient of variation



PearsonÊs Coefficient



Dispersion measure



Skewness



Inter quartile range



Variance
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Events and Probability



LEARNING OUTCOMES By the end of this topic, you should be able to: 1.



Explain the concept of event and its occurrence;



2.



Describe the relationship between two or more events via setÊs operation;



3.



Calculate probability of a given event; and



4.



Estimate conditional probability.



INTRODUCTION In this topic we will discuss about events and their probability measures. Some important aspects about events that we need to consider are the occurrence of events, relationship with other events and probability of their occurrence.



6.1



EVENTS AND THEIR OCCURANCES



An event is an occurrence that can be observed and its outcome can be recorded. Examples of events are: (a)



Attendance in school;



(b)



School holidays;



(c)



Return to village during school holidays;



(d)



Buying stock when the price is low;



(e)



Cat having horns;
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(f)



Death;



(g)



Wife wants to enter university if husband gets promotion; and



(h)



Ahmad attends English class for SPM in the year 2005 at School A.



An occurrence of an event can be measured in two ways depending on how we address it. Let an event be „Ahmad passes the final examination‰. One way to address it is by asking him „what is your chance to pass your final examination?‰ Another way to measure the occurrence of the above event is by raising questions such as „What is the probability that Ahmad can pass the final examination?‰. The numerical measure for the first method is in the interval of 0% to 100% (inclusive), whereas for the second method, the value is between 0 and 1. We will discuss these aspects in this topic. Events can fall between two extreme categories of events, i.e. the impossible event such as „cat having horns‰ and the sure event (or eventual to occur) like „death‰. Events (c), (d) and (g) are examples of conditional events. The event (c) can be rewritten as going back to village if there is a school holiday which comprises of event „going back to village‰ provided there is another event „school holiday‰. This means that the event „going back to village‰ can only occur after the other event „school holiday‰ has occurred. We call this type of event as conditional event. Can you explain event (g) in the same manner?



SELF-CHECK 6.1 1.



Give an example of one impossible event and one sure event.



2.



Define one conditional event.



3.



Give two events that cannot occur at the same time.



6.2



EXPERIMENT AND SAMPLE SPACE



In the context of probability, an experiment can be considered as consisting of a sequence of trials where each trial possesses its own possible outcomes. The total outcomes of an experiment will then be the combination of trials outcomes. This set of total possible outcomes is called sample space. An event is defined as subset of sample space.
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The following example will help to illustrate the idea of the terms that we discussed earlier. Rahman decides to see how many times a „Parliament Picture‰ would come up when throwing a Malaysian coin. (a)



Each time Rahman throws the Malaysian coin is an experiment.



(b)



Looking for a „Parliament Picture‰ is an event.



(c)



Possible outcome is „G, which stands for Parliament Picture‰, and another possible outcome is „N, which stands for the number on the coin‰. The sample space is all possible outcomes, S = {G, N}.



The following are more examples of experiments: (a)



Throwing an ordinary dice once, S = {1, 2, 3, 4, 5, 6}.



(b)



Throwing Malaysian coin twice, S = {GG, GN, NG, NN}.



(c)



Throwing Malaysian coin followed by throwing an ordinary dice. S = {G1, G2, G3, G4, G5, G6, N1, N2, N3, N4, N5, N6}



In the above examples: Example in (a) is single trial experiment; Example in (b) is repeated trials experiment; and Example in (c) is multiple trials experiment where the first trial is „throwing a coin‰ follow by „throwing an ordinary dice‰ as the second trial. A tree diagram is commonly used to obtain sample space of repeated or multiple trials experiment. The followings are steps of drawing a tree diagram: (a)



List all possible outcomes of each trial involved;



(b)



Visualise the whole operation of the experiment which comprises first, second, third and so on of trials involved;
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(c)



Start by drawing the first branch which represents an outcome of the first trial, it is immediately followed by a branch representing an outcome of the second trial, third trial and so on; and



(d)



Then go back to the original point and start to draw a branch for another outcome of the first trial, follow through for the rest of the trials involved.



Examples (b) and (c) gives the following tree diagrams: (b)



Throwing Malaysian coin twice (see Figure 6.1), S = {GG, GN, NG, NN}.



Figure 6.1: Tree diagram of throwing a Malaysian coin
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Throwing Malaysian coin followed by throwing an ordinary dice (see Figure 6.2). S = {G1, G2, G3, G4, G5, G6, N1, N2, N3, N4, N5, N6}



Figure 6.2: Tree diagram of throwing a Malaysian coin followed by an ordinary dice



Connection of first trial and branch of the second trial will produce a combination of first trial outcomes and the second trial outcomes. Thus, we have a total collection of combined outcomes GN, GG, NG and NN. You can draw a tree diagram for experiment (c) where the first trial which is „throwing coin‰ has two branches. The second trial which is „throwing ordinary dice‰ has six branches, one for each outcome 1, 2, 3, 4, 5 and 6. Thus the sample space for Experiment (c) is S = {G1, G2, G3, G4, G5, G6, N1, N2, N3, N4, N5, N6}.
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SELF-CHECK 6.2 1.



If we change the sequence of trials in Experiment (d), draw a suitable tree diagram and obtain the sample space.



2.



Refering to the sample space of Experiment (c), can you interpret the outcome NG? Do you think outcome GN = NG? Explain why.



Example 6.1: A fair Malaysian coin is tossed three consecutive times. Obtain the sample space of this experiment. Solution:



Figure 6.3: Tree diagram of tossing a fair Malaysian coin



This experiment is of the type repeated trials where the trial is „tossing a fair Malaysian coin‰ (Figure 6.3). We can extend easily Figure 6.1 to accommodate outcomes of the third tossed coin. The possible sample space will be: S = { GGG, GGN,GNG, GNN, NGG, NGN, NNG, NNN}.
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EXERCISE 6.1 1.



A special fair dice consists of four faces numbered 1, 2, 3 and 4 is thrown. Write down the sample space.



2.



Now the dice in (a) is thrown, followed by tossing a fair Malaysian coin. What is the category of this experiment? Write down its sample space.



6.3



EVENT AND ITS REPRESENTATION



There are two ways of representing event, either by Venn diagram or Algebraic set. For clarification purpose, both representations can be put together. Since event is a subset of the sample space S, therefore the sample space S will play the role of the universal set. Figure 6.4 below shows how Venn diagram is very useful to clarify further the algebraic set of an event. This figure depicts the sample space S = {1, 2, 3, 4, 5, 6} and its defined events A = {1, 2, 3}, B = {4, 5, 6} and C = {1, 3, 5}. You can observe that there are some overlapping between C and A, as well as between C and B. However, A and B are not overlapping. We will discuss about these relationships between any two events later on.



Figure 6.4: Venn diagram of events A, B, C and S
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Example 6.2: Referring to the sample space of Example 6.1, define some examples of events. Solution: The sample space is restated here as: S = {GGG, GGN, GNG, GNN, NGG, NGN, NNG, NNN} Let us define the following events: A B C D E



: : : : :



Throw any two consecutive pictures Throw at least two pictures Obtain two pictures for the last two throws Obtain same items for the three throws Obtain alternate items in the three throws



We can represent the events using algebraic sets as follows: A B C D E



= = = = =



{GGN, NGG} {GGG, GGN, GNG, NGG} {GGG, NGG} {GGG, NNN} {GNG, NGN}



Example 6.3: Let S be the sample space of experiment throwing an ordinary dice once. Define some events from this sample space. Solution: The sample space is given by S = {1, 2, 3, 4, 5, 6}. Let us define the following events: A B C D E F G H



: : : : : : : :



Throw numbers less than 4 Throw numbers more than 3 Throw odd numbers Throw even numbers Throw numbers more than 4 Throw numbers less than 2 Throw any numbers Throw no number
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We can use algebraic set to clarify the elements of each event as follows: A B C D E F G H



= = = = = = = =



{1, 2, 3} {4, 5, 6} {1, 3, 5} {2, 4, 6} {5, 6} {1} {1, 2, 3, 4, 5, 6} , empty set



For further clarification, Venn diagram as in Figure 6.5 below can also be drawn as follows so that we can see any relationships between them.



Figure 6.5: Venn diagram for A, B, ...., experiment of throwing an ordinary dice



EXERCISE 6.2 Referring to the experiment in Exercise 6.1, write down elements of the following events: A :



obtain numbers less than 4;



B



obtain numbers 2 and above;



:



C :



obtain odd numbers; and



D :



obtain even numbers.
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Any two events defined from the same sample space is said to be mutually exclusive if both of them cannot occur at the same time. It means that their algebraic sets do not overlap (see Figure 6.6).



Figure 6.6: Venn diagram for mutually exclusive event, A



6.3.2



B



Independent Events



Two events A and B are said to be independent of each other if and only if the occurrence of A does not affect the occurrence of B and vice versa.



6.3.3



Complement Event



Complement of an event is all outcomes that are not the event. For experiment of tossing a fair Malaysian coin, when the event is {Parliament Picture, G} the complement is {number on the coin , N}. The event and its complement make all possible outcomes, i.e. A AC S (see Figure 6.7).



Figure 6.7: Shaded area for complement of A
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Simple Event



Simple event is an event which possesses one element of the sample space. Algebraically it is known as a singleton set. For S = {1, 2, 3, 4, 5, 6}, we have six simple events which are {1}, {2}, {3}, {4}, {5}, {6}. For S = {GG, GN, NG, NN}, we have four simple events which are {GG}, {GN}, {NG}, {NN}. We can observe that the union of all simple events is equal to the sample space S.



6.3.5



Compound Event



If we have two defined events from the same sample space, then by using set operations we can construct new events which will be categorised as compound events. (a)



Overlapping Operation, „ ‰ (i) (ii)



(b)



The intersection of two events, A B contains elements in common in them. It is the event that occurs that if Q occurs and R occurs. The intersection of three events, P Q R contains elements in common to three of them. This means the event that occurs when all three of them occur at the same time.



Union Operation, „ ‰ (i)



Union of two events. A union B, it is the event that A occurs or B occurs (or both).



(ii)



Union of three events, P Q R. It is the event that P occurs or Q occurs or R occurs; or P and Q, P and R, or Q and R (or all of them) occurs.



Figure 6.8 shows compound event.



Figure 6.8: Shaded area of A B and A B



Copyright © Open University Malaysia (OUM)



98



TOPIC 6



EVENTS AND PROBABILITY



The following are examples of compound events: (a)



Let S = {1, 2, 3, 4, 5, 6, 7}, A = {1, 2, 3} and B = {3, 5, 6}, then



A



B



3



Intersection elements where sets overlap



A



B



1, 2, 3, 5, 6



Union all elements in both sets



AC



(b)



4, 5, 6, 7



Complement



elements not in the set



Let S = {1, 2, 3, 4, 5, 6, 7}, P = {1, 2, 3, 4}, Q = {3, 4, 5}, and R = {4, 5, 6}. Then P



Q



R



4 elements where sets overlap



Then P



Q



R



1, 2, 3, 4, 5, 6 all elements in all sets



If Q



R



4, 5 then Q



R



C



1, 2, 3, 6 elements not in the set
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EXERCISE 6.3 Consider the experiment tossing a Malaysian coin followed by throwing a fair ordinary die. Obtain its sample space, S, then 1.



State the elements of the following events: (a)



P: Obtain G on coin and even numbers on the die, G represents picture on the coin;



2.



6.4 6.4.1



(b)



Q: Obtain prime numbers on the die;



(c)



R: Obtain G on the coin and odd numbers on the die;



(d)



P Q;



(e)



Q R; and



(f)



Only event Q to occur.



Amongst P, Q and R, determine pairs of mutual exclusive events.



PROBABILITY OF EVENTS Probability of an Event



Let E be an event defined from a given equiprobable sample space S, the probability of occurrence of E is given by:



Pr(E )



Number of elements in E Number of elements in S



n (E ) n (S )



(6.1)



Propositions: (a)



If E is an empty set then n(E) = 0, and therefore Pr(E) = 0. Thus, any impossible event will have zero probability to occur.



(b)



If E is a sure event then E S, and n(E) = n(S), and therefore Pr(E) = 1. Thus for any event which is sure to occur will have probability value of 1.
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In general, any event E will have its probability lying in the interval of: Pr(E)



0



1



(6.2)



EXERCISE 6.4 A box contains five red balls and three blue balls. A ball is randomly taken out from the box and its colour recorded before returning back to the box. Find the probability of obtaining a: (a)



Red ball; and



(b)



Blue ball.



6.4.2



Probability of Compound Event



We have the following rules to obtain the probability of compound events. (a)



Union, „ ‰ (i)



Let A and B be any three events defined from a given sample space S, then: Pr( A



(ii)



B ) = Pr( A ) + Pr(B ) - Pr( A



(6.3)



If P and Q are mutual exclusive events, then: Pr( A



(b)



B)



B ) = Pr( A ) + Pr(B )



Intersection „ ‰ (i)



Let P and Q be any two events defined from a given sample space S, then: Pr(P



(ii)



Q)=



n (P Q ) n (S )



(6.4)



If P and Q are independent events, then: Pr(P



Q ) = Pr(P ) Pr(Q )



(6.5)
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Complement Events If Qc is the complement of event Q and they are defined from the same S, then: Pr(Q c ) = 1 Pr(Q )



(6.6)



Example 6.6: In Example 6.3, find the probability of the following compound events: (a)



B



D



(b)



B



C



Solution: (a)



From the defined events, we have B Formula (6.1) and Formula (6.4) give:



Pr (B



D)=



C = {5}, and B



D = {4,6}, then the



n (B D ) n (S ) 2 6 1 3



(b)



Then, by using Formula (6.3) Pr(B



C ) = Pr(B ) + Pr(C ) Pr(B =



C)



n (B ) n (C ) n (B C ) + n (S ) n ( S ) n (S ) 3 6 5



+



3



1



6



6



6
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EXERCISE 5.3 1.



A fair Malaysian coin is tossed and is immediately followed by tossing a fair four faces die marked 1, 2, 3 and 4. Obtain sample space and events. (a)



A: Picture and even numbers appear; B: Number on coin and odd numbers on die; C: Numbers 3 and above appear on die.



(b)



A C, B C.



2.



Which of the events A, B and C are mutually exclusive?



3.



Obtain probabilities of A, C and (A C).



6.5



TREE DIAGRAM AND CONDITIONAL PROBABILITY



A tree diagram is usually used to resolve the following: (a)



Analyse a given experiment in the context of its operation and presenting the trials in the proper sequence as they should be occurring in the real situation;



(b)



The correct tree diagram plays an important role of getting a correct combination of trials outcomes to generate sample space, especially for repeated trial and multiple trials experiments;



(c)



Shows appropriate probability values at each branch with a pair branch having a total probability equal to 1; and



(d)



Depicts outcomes of each trial as well as conditional events.
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Consider the tree diagram in Figure 6.9 below.



Figure 6.9: Example of a tree diagram



(a)



We can understand that the diagram represents a multiple trial experiment.



(b)



The diagram shows that the first trial produce outcomes either {M}, or {K} 3 3 17 and we can find Pr (K ) = 1 where given Pr ( M ) = = 20 20 20 Pr(M) + Pr(K) = 1. Event {M}, or {K} are called unconditional events, they can occur on their own.



(c)



After getting {M} it is immediately followed by the second trial which 7 produce either {W}, or {V} given Pr (W ) = and we can find 15 7 8 where Pr(W|M) + Pr(V|M) = 1. Pr (V ) = 1 = 15 15



(d)



Similarly, the first trial may produce outcome {K}, and it is immediately 8 and, or followed by second trial which produces either {V} with Pr (V ) = 15 8 7 where Pr(V|K) + Pr(W|K) = 1. {W} with Pr (W ) = 1 = 15 15
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Events {W} and {V} are conditional events. This means that {W} can occur conditionally in two situations: (i)



After the outcome {M}, we term this conditional W as W|M.



(ii)



After the outcome {K}, we term this conditional W as W|K.



We can explain in a similar way for conditional event V. In general we conclude that outcomes of the second trial are conditional events which means they occur after the outcomes of the first trial. (e)



The combinations of branches will produce all possible outcomes, i.e. sample space of the experiment, S = {MW, MB, KB, KW}.



(f)



So for the whole experiment the probability of all simple events in S are given by: (i)



Pr(MW) = Pr(M W) = Pr(M) Pr(W|M) = 3/20 7/15 = 7/100.



(ii)



Pr(MV) = Pr(M V)= Pr(M) Pr(V|M) = 3/20 8/15 = 6/75.



(iii) Pr(KV) = Pr(K



V)= Pr(K) Pr(V|K) = 17/20 8/15 = 34/75.



(iv) Pr(KW) = Pr(K



W)= Pr(K) Pr(W|K) = 17/20 7/15 = 119/300.



(v)



You can verify that Pr(S) = Pr(MW)+ Pr(MV)+ Pr(KV)+ Pr(KW) = 1.



From the above relationship we can have the general formula of conditional probability for conditional event as follows: If P and Q are two defined events from the same sample space S, then the probability of conditional event Q|P is given by: Pr(Q P ) =



Pr(Q



P)



Pr(P )



(6.7)



Since Q P = P Q, therefore we also have: Pr(P Q ) =



Pr(Q



P)



Pr(Q )



(6.8)
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Example 6.7: Referring to Example 6.3, find the conditional probability of the conditional event E|B. Solution: From Formula (6.8), we have Pr(E B ) =



Pr(E



B)



Pr(B )



From Example 6.3, we have B = {4,5,6}, and E = {5, 6}. Therefore, E



Pr B



Pr E



B = {5, 6}



n (B ) n (S ) B



3



1



6



2



n (E B ) n (S )



Thus Pr(E B ) =



Pr(E



2



1



6



3



B)



Pr(B )



1/ 3



2



1/ 2



3



EXERCISE 6.6 Below are two boxes containing oranges: (a)



Box A contains 10 oranges including four bad oranges.



(b)



Box B contains six oranges including one bad orange.



One of the above boxes is selected randomly and an orange is randomly taken out from it. What is the probability that the taken orange is a bad one?
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Bayes’ Theorem



BayesÊ theorem describes the relationships that exist within an array of simple and conditional probabilities. Let us refer back to the tree diagram given in Figure 6.10.



Figure 6.10: Example of a tree diagram



The sequence of trials shows that V always happened after M or after K has had happened. This means we are talking about conditional event V|M or V|K. We can raise several questions on probabilities of conditional events as follows: (a)



What is Pr(V M)?



(b)



What is Pr(V K)?



(c)



Given „V‰, what is Pr(M V)?



(d)



Given „V‰, what is Pr(K V)?



The answer for question (a) and (b) can be obtained straight forward from the diagram, but it is not so for questions (c) and (d). Now, suppose V is the outcome of the experiment, therefore either simple events {MV} or {KV} of the sample space are said to happen.
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In this situation, we are actually not sure either V in {MV} or V in {KV}. Thus we have to consider both possibilities. Pr(V) = =



Pr{MV, KV} Pr(MV) + Pr(KV)



= Pr(M)x Pr(V|M) + Pr(K) x Pr(V|K) Therefore, we have the following Bayes Theorem for two partitions: (a)



Pr(M|V)



(b)



Pr(K|V)



Pr ( M



V)



Pr (V ) Pr (K



V)



Pr (V )



Pr (V M ) Pr( M ) Pr (V ) Pr (V K ) Pr (K ) Pr (V )



(6.9(a))



(6.9(b))



where Pr(V) = Pr(M) x Pr(V|M) + Pr(K) x Pr(V|K). We can extend the idea of partitioning exhaustively the sample space S to three exclusive events M, K and N. We can use the same idea and write: Pr(V) = = =



Pr{MV, KV, NV} Pr(MV) + Pr(KV) + Pr(NV) Pr(M) xPr(V|M) + Pr(K) x Pr(V|K) + Pr(N) x Pr(V|N)



Then we have Bayes Theorem for three partitions: (a)



Pr(M|V)



(b)



Pr (K|V)



(c)



Pr(N|V)



Pr ( M



V)



Pr (V M ) Pr ( M )



Pr (V )



Pr (V )



Pr (K V ) Pr (V )



Pr (V K ) Pr (K )



Pr ( N



Pr (V N ) Pr ( N )



V)



Pr (V )



Pr (V )



Pr (V )



(6.10(a))



(6.10(b))



(6.10(c))



where Pr(V) = Pr(M) x Pr(V|M) + Pr(K) x Pr(V|K) + Pr(N) x Pr(V|N).
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Example 6.8: Let us go back to the tree diagram given in Figure 6.11. Find Pr(V|M), Pr(V|K), Pr(M|V), and Pr (K|V). Solution:



Figure 6.11: Example of a tree diagram



We can get directly from the diagram, Pr(V|M) = Pr(V|K) = Pr(V) =



8/15 8/15



Pr(M) x Pr(V|M) + Pr(K) x Pr(V|K)



or we can write: Pr(V) = = = =



Pr(MV) + Pr(KV) (3/20)(8/15) + (17/20)(8/15) (40/75) 8/15



From Formula (6.8), we have Pr(M|V)



Pr(K|V)



Pr ( M



V)



Pr (V ) Pr (K



V)



Pr (V )



(3 / 20)(8 / 15) 8 / 15 (8 / 15)(17 / 20) 8 / 15



3 / 20 , and



17 / 20.
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Example 6.9: There are two producing machines in a factory. Machine A produces 60% while machine B produces 40% of the factoryÊs product. 3% of the product that is produced by machine A is defective and 2% by machine B. One of the products was selected randomly. (a)



What is the probability of choosing a defective product?



(b)



What is the probability that the defective product found was produced by machine B?



Figure 6.12 shows the tree of two producing machines. Solution: 0.03 0.97 0.02 0.98



Figure 6.12: Tree diagram of two producing machines



Abbreviation: A D



Machine A Defective product



B G



Machine B Non-defective product



Pr D = Pr AD + Pr BD



(a)



= 0.6 0.03 + 0.4 0.02 = 0.026
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From the question, we understand that the outcome in machine B occurs after outcome is defective, so we term this conditional probability as Pr B D



Pr B



D



Pr D



0.4 0.02 0.026



0.308



EXERCISE 6.7 1.



Refer to the information given in Exercise 6.6. If it is found that the taken orange is bad, what is the probability the orange is from Box A?



2.



Given below are three coloured jars containing items as follows: (a)



Red Jar: Containing three gold coins and six 6 silver coins;



(b)



Green Jar: Containing four gold coins and two silver coins; and



(c)



Blue Jar: Containing two gold coins and eight silver coins.



A jar is selected at random from the above three jars and a coin is taken out randomly.



6.5.2



(a)



Construct a tree diagram representing this experiment and obtain its sample space; and



(b)



If the selected coin is a gold coin, find the probability that this coin is taken from the red jar.



Probability of Independent Events



An event P is said to be independent of another event Q if its occurrence does not affect in any manner the occurrence of event Q and vice versa. In a simple term, it means that the occurrence of P has nothing to do with the chance of Q to happen. If we try conditioning Q on P, the chance of Q to happen still remains the same. Thus, algebraically we can write the following: (a)



If event P is independent of event Q, then



Pr(Q P ) = Pr(Q )



(6.11(a))



Pr(P Q ) = Pr(P )



(6.11(b))
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Q ) Pr(P )Pr(Q P ) Pr(P ) Pr(Q )



(6.12)



The three events P, Q, and R are said to be independent if and only if the following three conditions are true: (i)



Pr (P



Q)



Pr (P ) Pr (Q )



(ii)



Pr (P



R)



Pr (P ) Pr (R )



(iii)



Pr (Q



R)



Pr (Q ) Pr (R )



The multiplication rule of three independent events becomes: Pr (P



Q



R)



Pr (P ) Pr (Q ) Pr (R )



(6.14)



Example 6.10: Recall Example 6.1, whereby a Malaysian coin is tossed three consecutive times. Let us define the following events: A : Obtain picture on the first toss; B : Obtain picture on the second toss; and C : Obtain the same picture consecutively. (a)



Find the probabilities of events A, B and C;



(b)



Find the probabilities of the compound events A



(c)



Determine whether each pair of A&B, A&C and B&C is independent; and



(d)



Whether the three events A, B and C are intradependent.



B, A



C, B



C;



Solution: The sample space of the experiment as well as the events concerned are as follows: (a)



S = {GGG, GGN, GNG, GNN, NGG, NGN, NNG, NNN} It is an equiprobable sample space meaning its simple event such as {GNG} has equal probability of (1/2)(1/2)(1/2) = 1/8.



(b)



A = {GGG, GGN, GNG, GNN}, B ={GGG, GGN, NGG, NGN} and C = {GGN, NGG}
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(c)



Pr(A) = (1/8) + (1/8) + (1/8) + (1/8) = 1/2; Pr(B) = (1/8) + (1/8) + (1/8) + (1/8) = 1/2; Pr(C) = (1/8) + (1/8) = 1/4



(d)



A B = { GGG, GGN }, A C = {GGN}, B C = {GGN, NGG } Pr (A B) = (1/8) + (1/8) = 1/4 = (1/2)(1/2) = Pr(A) Pr (A C) = 1/8 = (1/2)(1/4) = Pr(A) Pr(C); Pr (B C) = (1/8) + (1/8) = 1/4 (1/2) (1/4) = Pr(B)



Pr(B); Pr(C).



(e)



A and B are independent because Pr(A B) =Pr(A) Pr(B); A and C are independent because Pr(A C) = Pr (A) Pr(C); B and C are NOT independent because Pr(B C) Pr (B) Pr(C).



(f)



Since not all conditions in formula (6.15) are fulfilled, A, B and C are not intradependent.



EXERCISE 6.8 1.



Determine the probability of the following events: (a)



Obtaining G in the experiment of throwing three Malaysian coins together.



(b) Obtaining red ball in an experiment of taking out randomly a ball from a jar containing five blue balls, four red balls and six green balls. (c)



A group of students consists of 12 male and 24 female students. 50% of each subgroup by gender is considered under category tall students. A student is selected randomly from the group is found to be Male student or category tall students. What is the probability of occurrence of this event?
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An experiment whereby a red dice and a green dice are thrown together is done. (a)



Obtain its sample space, S.



(b)



Write down the elements of the following events: (i)



P: Getting a sum of eleven or more, the numbers appeared on both die;



(ii)



Q: Getting number 5 on green dice; and



(iii) R: Number 5 appears on at least one of the dice. (c)



3.



From the defined events in (b), obtain the probability of the following conditional events: (i)



P|Q; and



(ii)



P|R.



Let P and Q be two events defined from the same sample space S. Given that Pr(P) = 3/4, Pr(Q) = 3/8 and Pr(P Q) =1/4, find the probabilities of the following events: (i)



Pc ;



(ii)



Qc ;



(iii) Pc Q c ; (iv) P c Q c ; (v)



P Q c ; and



(vi) Q



P c.
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A given experiment can be classified into three categories: Single trial experiment; Repeated trial experiment; and Multiple trial experiment. Once the category is identified, a tree diagram may be used to depict the operation of the experiment and hence determine the sample space S. With reference of a given sample space S, events can be defined as a subset of S. The probabilities of defined events can normally be calculated. Various types of events are given such as mutual exclusive event, impossible event, sure events, as well as conditional events. The compound events are derived from the defined events through union, intersection and negation operations of set. A Venn diagram or algebraic set is normally used to represent these events. Their probabilities can be found using additive and multiplicative rules. The formulas of theorem base are given for two exhaustive partition events as well as three exhaustive partition events.



BayesÊ theorem



Probability



Event



Tree diagram



Experiment



Venn diagram
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Probability Distribution of Random Variable



LEARNING OUTCOMES By the end of this topic, you should be able to: 1.



Explain the concept of discrete and continuous random variables;



2.



Construct probability distribution of random variables;



3.



Calculate probability involving discrete distribution; and



4.



Estimate mean, variance and standard deviation of the distributions.



INTRODUCTION We have introduced concepts and rules of probability in Topic 6. The probability of defined events from a given sample space S, as well as generated compound events have been discussed extensively. Consider the experiment of tossing a fair Malaysian coin twice (see Figure 7.1).
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Figure 7.1: Experiment of tossing a fair Malaysian coin twice



Its sample space is S = {GG, GN, NG, NN} which comprises of simple events {GG}, {GN}, {NG} and {NN}; each with probability of occurrence equal to 0.5 x 0.5 or 0.25. As for random experiment, the simple event is unpredictable. Suppose we are interested to know the number of picture(s) appearing in the outcome of the experiment, then we have the set of numbers {2, 1, 1, 0} as one-to-one mapping with the sample space, S. We can further assign these numbers to a variable X which will be called a random variable. Let X be the number of picture (G) appeared. X has a value for each of the four outcomes. Outcome



X



GG



2



GN



1



NG



1



NN



0



Using variable X in such representation will enhance mathematical operation and numerical calculation involving events and sample space in finding the probability distribution of X, mean and variance. The random variable X is of discrete type if it possesses integer values as in the above example. The random variable X is considered continuous type if it cannot take integer value per se but fraction values or number with decimals. As an example, X may represent time (in hour) taken to browse the Internet daily for
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three consecutive days in a week. It may have values {2.1, 2.5, 3.0}. In this topic, we will only concentrate on random variable X of discrete type.



SELF-CHECK 7.1 1.



Allow a family member in a house to independently watch the 8 oÊclock news via TV1, TV2 or TV3. There are five members of the family who are interested to watch the news. Suppose random variable X represents the number of the family member that chooses TV1. Is random variable X of the discrete type?



2.



Consider the above family again; let Y represent the weight of the family members. Is Y a continuous random variable?



7.1



DISCRETE RANDOM VARIABLE



A discrete random variable can take or be assigned an integer value or whole number. Usually, its value is obtained through counting process.



Capital letter such as X or Y is used to identify the variable. Accordingly, the small letter such as x or y will be used to represent their respective unknown value. It is important to define clearly what represents the variable, so that its possible values can be determined correctly. Table 7.1 below shows some examples of discrete random variable. Table 7.1: Examples of Discrete Random Variable



X , Representation



Possible Values of X



(a)



Number of dots that appear when a dice is thrown.



1, 2, 3, 4, 5, 6



(b)



Number of G that appears when two Malaysian coins are tossed together.



0, 1, 2



(c)



Sum of the numbers of dots that appear on the pair of faces when two dice are thrown together.



2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12
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Probability distribution is a table that lists all the possible values of the random variable and the corresponding probabilities of each. Let us consider the experiment of tossing a fair Malaysian coin twice. X is the number of picture (G) appeared. Outcome



X



GG



2



GN



1



NG



1



NN



0



Table 7.2 shows an intermediate step before calculating the probability distribution of X. Table 7.2: Equivalency of Events X and Actual Events of Experiment Values of X



Equivalent Events



(X = 2)



{GG}



(X = 1)



{GN } , or {NG}



(X = 0)



{NN}



Pr(X = x) Pr(X = 2) = Pr(GG) = (0.5)(0.5) = 0.25 Pr(X = 1) = Pr(GN) + Pr(NG) = 0.25 + 0.25 = 0.5 Pr(X = 0) = Pr(NN) = (0.5)(0.5) = 0.5



We then have probability distribution for all possible values of X as given in Table 7.3. Table 7.3: Probability Distribution of X Values of X / x



0



1



2



Sum



Pr(X=x) / p(x)



0.25



0.5



0.25



1



From the above example, we have two important rules.
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Probability Rules for Discrete Distribution The distribution table and the probability function p(x) should fulfil the following rules: Rule 1:



For all values of x, the probability value Pr(X = x) is fraction between 0 and 1 (inclusive).



Rule 2:



For all values of x, the total probabilities are equal to 1.



Example 7.1: Let X be the random variable representing the number of girls in families with three children. (a)



If such family is selected at random, what are the possible values of X?



(b)



Construct a table of probability distribution of all possible values of X.



Solution: (a)



The selected family may have all girls, all non-girls (all boys) or some combinations of girls (G) and boys (B); so the possible sample space is as shown in Figure 7.2.



Figure 7.2: Tree diagram of combination of boys and girls in a family
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S = {GGG, GGB, GBG, BGG, BBG, BGB, GBB, BBB} The possible values of X as per outcome of the experiment: Events Outcomes



GGG



GGB



GBG



BGG



BBG



BGB



GBB



BBB



3



2



2



2



1



1



1



0



Possible Values of X



Thus, we have the set of possible values of X is {3, 2, 1, 0}. (b)



Equivalency of events and probabilities:



Values of X



The Equivalent Events



(X = 3)



{GGG}



(X = 2)



{GGB}, or {GBG}, or {BGG}



Pr(X = 2) = Pr(GGB) + Pr(GBG) + Pr(BGG)



{GBB}, or {BBG}, or {BGB}



Pr(X = 1) = Pr(GBB) + Pr(BBG) + Pr(BGB)



(X = 1) (X = 0)



Pr(X = x) Pr(X = 3) = Pr(GGG) = (1/2)(1/2)(1/2) = 1/8



{BBB}



= 1/8 + 1/8 + 1/8 = 3/8 = 1/8 + 1/8 + 1/8 = 3/8 Pr(X = 0) = Pr(BBB) = (1/2)(1/2)(1/2) = 1/8



Table 7.4 shows probability distribution of X. Table 7.4: Probability Distribution of X



x



3



2



1



0



Sum



p(x)



1/8



3/8



3/8



1/8



1



EXERCISE 7.1 With regard to the random variable X of case (a) in Table 7.1, construct a probability distribution table of X.
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THE MEAN AND VARIANCE OF A DISCRETE PROBABILITY DISTRIBUTION



The mean of a random variable X with its discrete probability distribution is given by:



E( X ) x1 p ( x1 ) x2 n



xi



p ( x2 ) ... xn



p ( xn )



(7.1)



p ( xi )



i 1



Where



x1 , x2 ,..., xn are all possible values of x which make the probability distribution well defined, and p ( x1 ), p ( x2 ),..., p ( xn ) are the corresponding probabilities. Example 7.2: Find the mean of the number of girls (G) in the distribution given in Example 7.1. Solution: Using Formula (7.1), the mean is given by: x p ( x ) = 3(1/8) + 2(3/8) + 1(3/8) + 0(1/8) = 12/8 = 1.5



This number 1.5 cannot occur in practice, however in the long run we can say that any typical family randomly selected will have two girls. Example 7.3: In the Faculty of Business, the following probability distribution was obtained for the number of students per semester taking Elementary Statistics course. Find the mean of this distribution. Number of Students (x) Probability, p(x)



10



12



14



16



18



0.10



0.15



0.30



0.25



0.20
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Solution: Using Formula (7.1), the mean is given by;



x p( x) = 10(0.10) + 12(0.15) + 14(0.30) + 16(0.25) + 18(0.20) = 14.6 In general, we can say that about 15 students would normally take the course. The variance and standard deviation of the distribution is given by one of the following formula: 2



E X2



2



(7.2)



Where E X2



n



xi2



p ( xi )



1



Standard deviation is given by 2



(7.3)



Example 7.4: Find the variance and standard deviation of the number of girls (G) in the distribution given in Example 7.1. Solution: With the mean 1.5, and using Formula (7.2) the variance is given by 4



E X2



xi2



p ( xi )



x12



x22



p ( x1 )



p ( x2 ) ... x42



p ( x4 )



0



= 32(1/8) + 22(3/8) + 12(3/8) + 0(1/8) = 24/8 = 3. Variance,



2



E X2



The standard deviation is,



3



(1.5)2 = 0.75 2



0.75 = 0.866



We have just shown that probability distribution of random variable X can be displayed via table whereby the probabilities are distributed among all values of X.
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In this table, each value of x is paired with its probability of occurrence. Probability distribution in tabular form can be sought in one of the following two ways: (a)



When the random variable x is defined from a given sample space S of a particular experiment, as in Example 7.1.



(b)



When the sample space S of an experiment is not given, but a function p(x) for some discrete values of random variable x is defined. In this case, the function p(x) has to comply with Rule 1 and Rule 2 as mentioned above.



Example 7.5: Let a function of random variable x be given the following expression:



p(x) = kx, x = 1, 2, 3, 4,5 (a)



Obtain the value of constant k.



(b)



Form the table of probability distribution of x.



(c)



Is p(x) complying with rules of probability distribution?



(d)



Find the mean and variance of the distribution.



Solution: (a)



Observe that the possible values of x are discrete (integer).



(b)



The function p(x) should comply with Rule 2 whereby the sum of all probabilities = 1,



p(1) + p(2) + p(3) + p(4) + p(5) 1.k + 2.k + 3.k + 4.k + 5k 15k k



= = = =



1, 1, 1, 1/15.



Then the table of probability distribution of x is: x p(x)



1



2



3



4



5



Sum



1/15



2/15



3/15



4/15



5/15



1
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(c)



Yes, for Rule 1: For each value of x, p(x) is in the interval 0 p(x) 1, and, the probabilities for all values of x is summed up to 1.



(d)



The mean, from Formula (7.1), gives us:



x p ( x) =1(1/15) + 2(2/15) + 3(3/15) + 4(4/15) + 5(5/15) = 11/3 3.67 E X2



n



xi2



p ( xi ) = 12(1/15) + 22(2/15) + 32(3/15) + 42(4/15) + 52(5/15)



1



= 15 From formula (7.2), the variance is given by 2



Standard deviation,



2



15



(11/3)2 = 14/9 ‘ 1.56,



1.25



Example 7.6: A discrete random variable X has the following distribution. x p(x)



0



1



2



3



4



4/27



1/27



5/9



r



5/27



(a)



Determine the value of r.



(b)



Obtain P 0



X < 3 and P X < 2 .



Solution: 4



p X =1 0



4 27 + 1 27 + 5 9 + r + 5 27 = 1



(a)



r + 25 27 = 1 r = 1 25 27



r = 2 27
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P 0 X r) = 1; and r) = 1.



For example, let Y be binomial distribution with n = 10, p =



= 0.2.



Find the probability of the following events: (a)



Obtain three or less successes;



(b)



Obtain more than three successes; and



(c)



Obtain exactly six successes.
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Solution: Refer to page 5 of the binomial table published by OUM.Look at the block on column n = 10 and column = 0.20 (see Table 8.1). (a)



Pr(Y



(b)



By complement Pr( Y > 3) = 1 Pr(Y 3)= 1 0.8791 = 0.1209.



(c)



Pr(Y = 6) = Pr(Y and r = 5.



3) = 0.8791. Look at row r = 3.



6)



Pr(Y



0.9936 = 0.0055. Look at row r = 6



5) = 0.9991



In this table, the Greek letter (read as theta) has been used for the probability of success which ranges from 0 to 0.5. Table 8.1: Binomial Distribution



n



r



0.05



0.10



0.15



0.20



0.25



0.30



0.35



0.40



0.45



0.50



10



0



0.5987



0.3487



0.1969



0.1074



0.0563



0.0282



0.0135



0.0060



0.0025



0.0010



1



0.9139



0.7361



0.5443



0.3758



0.2440



0.1493



0.0860



0.0464



0.0233



0.0107



2



0.9885



0.9298



0.8202



0.6778



0.5256



0.3828



0.2616



0.1673



0.0996



0.0547



3



0.9990



0.9872



0.9500



0.8791



0.7759



0.6496



0.5138



0.3823



0.2660



0.1719



4



0.9999



0.9984



0.9901



0.9672



0.9219



0.8497



0.7515



0.6331



0.5044



0.3770



5



1.



0.9999



0.9986



0.9936



0.9803



0.9527



0.9051



0.8338



0.7384



0.6230



6



1.



1.



0.9999



0.9991



0.9965



0.9894



0.9740



0.9452



0.8980



0.8281



7



1.



1.



1.



0.9999



0.9996



0.9984



0.9952



0.9877



0.9726



0.9453



8



1.



1.



1.



1.



1.



0.9999



0.9995



0.9983



0.9955



0.9893



9



1.



1.



1.



1.



1.



1.



1.



0.9999



0.9997



0.9990
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Example 8.2: Let Y be binomial distribution with n = 6, p = following events: (a)



Obtain two or less successes;



(b)



Obtain less than two successes; and



(c)



Obtain exactly two successes.



133



= 0.35. Find the probability of the



Solution: Refer to page 5 of the binomial table published by OUM. Look at the block on column n = 6 and column, = 0.35 (see Table 8.2). (a)



Pr (Y



2) = 0.6471. Look at row r = 2.



(b)



Pr (Y< 2) = Pr(Y



1) = 0.3191. Look at row r = 1.



(c)



Pr(Y = 2)= Pr (Y



2) Pr( Y



1) = 0.6471 0.3191 = 0.3280.



Table 8.2: Binomial Distribution



n



R



0.05



0.10



0.15



0.20



0.25



0.30



0.35



0.40



0.45



0.50



6



0



0.7351



0.5314



0.3771



0.2621



0.1780



0.1176



0.0754



0.0467



0.0277



0.0156



1



0.9672



0.8857



0.7765



0.6554



0.5339



0.4202



0.3191



0.2333



0.1636



0.1094



2



0.9978



0.9842



0.9527



0.9011



0.8306



0.7443



0.6471



0.5443



0.4415



0.3438



3



0.9999



0.9987



0.9941



0.9830



0.9624



0.9295



0.8826



0.8208



0.7447



0.6563



4



1.



0.9999



0.9996



0.9984



0.9954



0.9891



0.9777



0.959



0.9308



0.8906



5



1.



1.



1.



0.9999



0.9998



0.9993



0.9982



0.9959



0.9917



0.9844



Using Table by Complementary Method when > 0.5 The table in the book Sifir Statistik is prepared for 0.5. In practice, we may n, and > 0.5, a have probability of success greater than 0.5. When r complementary method has to be used. Look at the following example.
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For Y success, X failures; where Y



b(n,



) and X



(a)



Pr(Y = r)



(b)



Pr(Y



r ) Pr(X n r) = 1 Pr(X < n r)



(c)



Pr(Y



r) Pr(X



Define X



). Then:



Pr(X = n r)



n r)



Example 8.3: Let Y b(6, 0.8) and find Pr(Y = 4) and Pr(Y Solution: We have



b(n, 1



0.8 then 1



2).



0.2 .



b(6, 0.2), and X is the number of failures.



Pr(Y = 4) Pr(X = 6 4) = Pr(X = 2) = Pr(X 2) Pr(X 1) = 0.9011 0.6554 = 0.2457



Pr(Y 2) Pr(X 6 2) = 1 Pr( X 2)



(b)



(Y = 2)



(d)



(Y 2)



Given that Y~ b(y; 4, 0.65) by using table of binomial distribution, find the probabilities of the following events: (a)



(Y< 2)



(c)



(Y 2)



(b)



(Y = 2)



6.



A student answers eight MCQ type of questions. Each question has five answers with only one correct answer. Compute the probability of the student answering four questions correctly.



7.



It is known that only 60% of a defective computer can be repaired. A sample of eight computers is selected randomly. Find the probability of: (a)



At most, three computers can be repaired;



(b)



Five or less can be repaired; and



(c)



None can be repaired.
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NORMAL DISTRIBUTION



Normal distribution is a continuous distribution having the following properties: (a)



Its probability curve is bell-shaped.



(b)



Its mean, mode and median are equal and located at the centre of the distribution.



(c)



The curve is symmetrical about the mean. Thus, it has the same shape on both sides of a vertical line drawn through the centre.



(d)



The curve never touches the horizontal axis or mathematically it touches at infinity.



(e)



The total area under the curve is equal to 1.0.



(f)



The normal distribution has two parameters known as its mean and 2



variance (g)



Continuous random variable X from normal distribution with mean 2



variance (h) If



.



Let X 1 equal



N( to



greater than



is denoted by X 1,



2, 2 2,



2 1 ),



and X



N(



N( 2,



2



,



and



).



2 2 ).



both curves are located at the same centred point and



2 1



Curve 1 is more spreading than Curve 2 (see Figure 8.1).



Figure 8.1: Areas under the normal distribution curve for



1



2



and



1



2
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If



2



greater than



Curve 1 and 8.2).



2 1



1,



then normal Curve 2 is located on the right of the normal



equal to



2 2



then both curves have equal spreading (see Figure



Figure 8.2: Areas under the normal distribution curve for



If



2



greater than 2 1



less than 1 and (see Figure 8.3).



1,
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1



2



and



1



2



normal Curve 2 is located on the right of the normal Curve 2 2,



normal Curve 2 is more spreading than normal Curve 1



1



2



Figure 8.3: Areas under the normal distribution curve for



1



2



and



1



2



EXERCISE 8.3 Using the same X-Y axes, sketch the following normal curves: N(10, 2), N(10,4), N(10, 16), N(20, 2), N(20, 9)
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Standard Normal Distribution



Let X be a continuous random variable from a normal distribution N( , 2), then X can be transformed to Z score of standard normal distribution by the following formula:



Z



X



The random score Z is said to have a standard normal distribution with a mean of 0 and a known variance of 1. Standard normal curve preserves the same normal properties. Figure 8.4 depicts the above transformation.



Figure 8.4: Transformation of X to Z score



Table of Standard Normal Curve N(0, 1) With the above transformation, almost all probability problems can be solved easily by using standard normal table. In the Sifir Statistik published by OUM, the standard normal table is given on page 23. It is developed based on cumulative distribution given in formula (8.5). z



Pr( Z



z)



Pr( Z



z)



(u ) du



(8.5)
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A portion of this table is shown in Table 8.3 where (u ) is a standard normal density function and Pr ( Z z ) is the area on the left of z as shown in Figure 8.5. This formula is for positive z.



Figure 8.5: The area Pr ( Z



z)



For example, find the Pr(Z < 0.58).



Pr Z



Pr Z



0.58



0.58



0.71904



So, from the table on page 23 (see Table 8.3), look at row 0.50 under column 0.08 that is 0.58 = 0.50 + 0.08. So, the answer is 0.71904. Table 8.3: Normal Distribution Table z



0.00



0.01



0.02



0.03



0.04



0.05



0.06



0.07



0.08



0.09



0.00 0.10 0.20 0.30 0.40



0.50000 0.53983 0.57926 0.61791 0.65542



0.50399 0.54380 0.58706 0.62172 0.65910



0.51197 0.54776 0.59095 0.62552 0.66276



0.51595 0.55172 0.59483 0.62930 0.66640



0.51994 0.55567 0.59871 0.63307 0.67003



0.52392 0.55962 0.60257 0.63683 0.67364



0.52790 0.56356 0.60642 0.64058 0.67724



0.53188 0.56749 0.61026 0.64431 0.68082



0.53188 0.57142 0.61026 0.64803 0.68439



0.53586 0.57535 0.61409 0.65173 0.68793



0.50 0.60 0.70 0.80 0.90



0.69146 0.72575 0.75804 0.78814 0.81594



0.69497 0.72907 0.76115 0.79103 0.81859



0.69847 0.73237 0.76424 0.79389 0.82121



0.70194 0.73565 0.76730 0.79673 0.82381



0.70540 0.73891 0.77035 0.79955 0.82639



0.70884 0.74215 0.77337 0.80234 0.82894



0.71226 0.74537 0.77637 0.80511 0.83147



0.71566 0.74857 0.77935 0.80785 0.83398



0.71904 0.75175 0.78230 0.81057 0.83646



0.72240 0.75490 0.78524 0.81327 0.83891



1.00 1.10 1.20 1.30 1.40



0.84134 0.86433 0.88493 0.90320 0.91924



0.84375 0.86650 0.88686 0.90490 0.92073



0.84614 0.86864 0.88877 0.90658 0.92220



0.84849 0.87076 0.89065 0.90824 0.92364



0.85083 0.87286 0.89251 0.90988 0.92507



0.85314 0.87493 0.89435 0.91149 0.92647



0.85543 0.87698 0.89617 0.91308 0.92785



0.85769 0.87900 0.89796 0.91466 0.92922



0.85993 0.88100 0.88730 0.91621 0.93056



0.86214 0.88298 0.90147 0.91774 0.93189



1.50 1.60 1.70 1.80



0.93319 0.94520 0.95543 0.96407



0.93448 0.94630 0.95637 0.96485



0.93574 0.94738 0.95728 0.96562



0.93699 0.94845 0.95818 0.96637



0.93822 0.94950 0.95907 0.96712



0.93943 0.95053 0.95994 0.96784



0.94062 0.95154 0.96080 0.96856



0.94179 0.95352 0.96246 0.96995



0.94295 0.95352 0.96246 0.96995



0.94408 0.95449 0.96327 0.97062



1.90



0.97128



0.97193



0.97257



0.97320



0.97381



0.97441



0.97500



0.97558



0.97615



0.97670
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Area on the Left of Negative z The area on the left of negative z can be obtained by symmetry property and using complement method as follows.



Pr Z



Pr (Z



z



z ) 1 Pr (Z



z)



(8.6)



For example, find the Pr(Z 4.6)



(b)



Solution: Use Formula (8.4) to get the corresponding z score. 2



4



Z



16



x



2 4 16



0.5



Then use Formula (8.5), (8.6) and (8.7). (a)



Pr X



(b)



Get the corresponding z score: Z



2



Pr Z



0.5



1 Pr Z



x



0.5



1 0.69146



4.6 4 16



0.30854



0.15



Then,



Pr X



4.6



Pr Z



0.15



1 Pr Z



0.15



1 0.55962



0.44038
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Example 8.7: The long-distance calls made by executives of a private university are normally distributed with a mean of 10 minutes and a standard deviation of 2.0 minutes. Find the probability that a call: (a)



Lasts between 8 and 13 minutes;



(b)



Lasts more than 9 minutes; and



(c)



Lasts less than 7 minutes.



Solution: Let random variable X represent the duration of long-distance call and X N(10, 4). 10 2 (a)



Get the corresponding z score:



x



8 10



13 10



2



2



1.0



Z



1.5



Then,



Pr (8



X



13)



Pr



Z



1.0



Pr Z



1.50



Pr Z



1.50



0.93319



1.5 (refer to Figure 8.6(b)) Pr Z



1.0



1 Pr Z



1.0 From table



1 0.84134



0.93319 0.15866 0.77453 (b)



Get the corresponding z score: Z



x



9 10 2



0.5



Then,



Pr X (c)



9



Pr Z



0.5



Pr Z



Get the corresponding z score: Z



0.5 x



0.69146 (refer to Figure 8.6(d)) 2 4 16



0.5



Then,



Pr X



7



Pr Z



1.5



1 Pr Z



1.5



1. 0.93319



0.06681
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EXERCISE 8.4 1.



Let a continuous random variable X follow normal distribution N(4.0, 16). Find Pr(2 < X < 3).



2.



Let a continuous random variable X follow normal distribution N(50.0, 4). Find:



3.



(a)



Pr( X < 45);



(b)



Pr(X>55); and



(c)



Pr(45.0 < X < 55.0).



A continuous random variable X is normally distributed with a mean of 50 and standard deviation of 5. What is the value of K if Pr(X < K) = 0.08?



8.2.2



Application to Real-life Problems



Binomial and normal distributions are widely used in solving various day to day problems. Example 8.8: A sample of 15 cancer patients that undergo such therapy was selected and it is known that 25% of cancer patients that undergo the therapy will recover. Find the probability that: (a)



Not more than 1 patient will recover;



(b)



None of the patients will recover; and



(c)



Less than three patients will not recover.



Solution: Let Y b (15, 0.25). Refer to page 6, look at block n = 15, column (a)



Pr (Y



(b)



Pr(Y = 0) = Pr (Y



= 0.25



Look at row r = 1



1) = 0.0802 0) = 0.0134



Look at row r = 0
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Given there are fifteen patients; if less than three patients will not recover this means more than or equal to three patients will recover. By complement Pr( Y



3) = = = =



1 Pr(Y < 3) 1 Pr(Y 2) 1 0.2361 0.7639



Example 8.9: Let the lifetime of electric bulb follows a normal distribution with mean 100 hours and standard deviation 10 hours. The observation of the lifetime is recorded to the nearest hours. An electric bulb is selected at random, find the probability that it will have lifetime between 85 and 105 hours. Solution: Let X be the lifetime of the electric bulb and X ~ N 100, 10 2 . 100



10



Get the corresponding z score: 85 100



x



105 100



10



Z



1.5



10



0.5



Then,



Pr (85



X



105)



Pr



1.5



Z



Pr Z



0.50



Pr Z



0.50



0.69146



0.5 (refer to Figure 8.6(b)) Pr Z 1 Pr Z



1.50 1.50



1 0.93319



0.69146 0.06681 0.62465
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EXERCISE 8.5 The length of yardstick is said to follow a normal distribution with mean 150mm, and standard deviation of 10mm. The length is recorded to the nearest integer. A yardstick is taken at random: (a)



(b)



Find the probability its length falls in the following intervals: (i)



Between 125mm and 155mm; and



(ii)



More than 180mm.



If 500 such yardstick has been selected randomly, find the number of them who has lengths in the respective intervals given in (a).



Two types of distributions have been introduced. A binomial distribution is of discrete type and normal distribution is of continuous type. The binomial distribution is concerned with exact probability whose values can be obtained through Formula (8.1) or by using the binomial distribution table. For the normal distribution, probability value can best be obtained by using standard normal distribution. As such, all normal problems can be transformed to standard normal via Formula (8.4) and then the standard normal table can be used to determine the probability.
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Bernoulli trial



Binomial Probability function



Binomial distribution



Standard normal distribution
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Binomial experiment
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Sampling Distribution and Estimation



LEARNING OUTCOMES By the end of this topic, you should be able to: 1.



Differentiate sampling distribution and population distribution;



2.



Explain the concept of the sampling distribution of mean;



3.



Describe the concept for sampling distribution of sample proportion; and



4.



Use the sampling distributions of mean and proportion in finding interval estimates of population parameters.



INTRODUCTION We have learnt about the probability distribution function p(x) of discrete random variable and probability density function f(x) of continuous random variable. Both distributions have their respective mean and standard deviation. The mean and standard deviation are to be termed as parameters of the population. For example, normal distribution has two population parameters the mean , and standard deviation . This means that the value of will locate the centre will indicate the spreading of the of the distribution and the value of and will distribution. In other words, a different combination values of determine a different normal distribution.
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As for binomial distribution, the population has parameters n and p where n is the fixed number of repetitions of Bernoulli trial, and the p is the probability of success in each trial. Sometimes, in binary population, the proportion of population of certain attribute is of research interest. The binary population here means that the population can be divided into two parts; one part is to favour and the other part is not to favour a certain attribute. In real situations, the mean, standard deviation and the population proportion are not always known. They have to be estimated from the random sample taken from the base or mother population. There are two types of parameter estimates called point estimate, and interval estimate. For example, sample mean X is the point estimate of the unknown population mean . In practice, if we take several samples from the same base or mother population, it is obvious that we will have different values of calculated mean X . We then can plot the histogram or polygon of these values of X and can view X as a new variable. The probability distribution of these sample mean X is called the sampling distribution of the mean.



9.1



POINT ESTIMATE OF POPULATION PARAMETERS



We have learnt about data statistics in Topic 1 which consists of observations made by researchers. If we measure weight of all students in a school, we will have 500 weights for 500 students involved. This is an example of finite size population. On the other hand, the results of observations from measuring daily temperature from past and future are examples of infinite population. Some finite populations are so large that in theory we assume them to be infinite. When we say thereeafter about a „normal population‰, we mean that the normal probability function fits the distribution of the observations. In a normal population, the parameters mean , and variance 2 may be unknown and are to be estimated. Most of the time, due to expense, time, etc., it is not possible to use the whole observations for estimation purpose; therefore, researchers tend to use sample drawn from the population. This will take us into the theory of sampling. If the subjects of a sample are properly selected, the sample, most of the time, possesses the same or similar characteristics of the mother population. We term this sample as representative of the population. We give the following definitions which are related to the parameter estimation:
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(a)



A population consists of all observations of variable of interest;



(b)



A sample is a subset of the population;



(c)



A random sample of n observations is a sample that is chosen in such away that each member has equal chance to be selected;



(d)



A statistic is a random variable that depends only on the observations in the sample. When a statistic is used to estimate a population parameter, then it will be termed as estimator. The mean sample X is an example of statistic since its value can be calculated from the sample observations. It is an estimator of population mean . A lower later x represents the value of this estimator, and therefore the estimate of ;



(e)



A point estimator of a population parameter is a rule or formula that allows us how to use the sample data to calculate a single value that can be used as an estimate of the population parameter;



(f)



If x1 , x2 ,..., xn , represents a random sample of size n, then the sample mean has the value: n



xi x



i 1



(9.1)



n



Mean sample x is the point estimate of the population mean (g)



;



If x1 , x2 ,..., xn , represents a random sample of size n, then the sample variance has the value: n



( xi s2



x )2



i 1



(9.2)



n 1



Variance sample s2 is the point estimate of the population variance



2



;



(h)



The probability distribution of a statistic is called a sampling distribution;



(i)



The standard deviation of the sampling distribution of a statistic is called the standard error of the statistic; and
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Let be the unknown proportion in favour of a certain attribute in a binary population. Suppose a random sample of size n is drawn from the population, then the point estimate of is given by sample proportion P = X/n, where X is the observation in the sample that favours the same attribute.



Property of Point Estimator We need the best estimator so that its value does not fall far away from the unknown value of the population parameter. One of the properties is unbiased. An unbiased estimator is an estimator where its sampling distribution has a mean equal to or coincides with the population parameter. This property will ensure that the value of the point estimate will not depart too far from the actual value of the population parameter. In short, an unbiased estimator will always be used in practice to calculate point estimate.



9.2



SAMPLING DISTRIBUTION OF THE MEAN



The distribution of the sample mean X is very important and has wide applications, specifically in obtaining the estimate of the population mean. Suppose a random sample of n observations is taken from a normal population and variance 2 . Due to the randomness characteristic, with unknown mean every observation Xi, i = 1, 2, 3, . . ., n from the sample will inherit characteristic of mother distribution with the same mean , and variance 2 . Suppose the sample mean of this sample is X 1 . Then we take several more possible random samples, say K samples altogether, then we will obtain sample means X 2 , X 3 , ⁄, X k . We can plot the histogram of these values, and conclude that they would follow a certain type of functional distribution such as normal or t-distribution. This distribution is termed as sampling distribution of the sample mean with mean distribution x , and its variance 2 x . Theorem 9.1 will assert the values of these parameters. Theorem 9.1 Let a random sampling be taken from a population with mean 2



and variance



. Then the sampling distribution of the sample mean X will have its mean 2 x=



2



, where n is the size sample. If n or not given, then the sample variance s2 can replace it. , and its variance x=



2



is unknown
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Theorem 9.2 (Central Limit Theorem) Let a random sample of size n be selected from a population (any population) with mean and standard deviation . Then, when n is sufficiently large, the sampling distribution of X will be approximately a normal distribution with mean



x



and standard deviation



=



x



=



n



. The larger the sample size, the



better will be the normal approximation. The types of sampling distribution of the mean will be determined as in the following cases: Case I: Sampling from Infinite Population where



2



is known



(a)



Population distribution is either normal or not known but bell-shaped or not extremely skewed;



(b)



Sample size n at any value and population mean



(c)



Then the sampling distribution follows normal distribution with mean x



(d)



=



and standard deviation



The Z score is Z



X n



x



n



;



; and



, where Z follows standard normal distribution.



Case II: Sampling from Infinite Population where size is large, n 30.



2



is unknown and sample



(a)



Population distribution is either normal or not known but bell-shaped, or not extremely skewed.



(b)



Population mean



(c)



The Central Limit Theorem says that the sampling distribution of X is:



and sample variance s 2 is used to replace



2



.



(i)



Normal distribution, if the population is normal; or



(ii)



Approximately normal, if the population is bell-shaped, or not extremely skewed with mean , and standard deviation x=



s x



n



; and
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The Z score is Z
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, where Z follows standard normal distribution.



n



Case III: Sampling from Infinite Population where small, n < 30



2



is unknown and sample size is



(a)



Population distribution is normal;



(b)



Population mean



(c)



The sampling distribution of X follows t distribution, i.e. X ~ t ( ) with n 1 , and mean x = , and standard deviation degree of freedom



s x



(d)



n



and the sample variance s2 is used to replace 2;



; and



The t score is t



X s/ n



where t follows t distribution.



ACTIVITY 9.1 The sampling distribution for the mean is dependent on its populationÊs characteristic. Is this statement true? Give your opinion and discuss with your coursemates.



Let us recall how to use standard normal distribution table in Topic 8. (a)



The area on the left of negative z can be obtained by symmetry property and using complement method as follows; and



Pr Z (b)



z



Pr( Z



z ) 1 Pr( Z



z)



The area under the normal curve lying between two values of z.



Pr a



Z



b



Pr( Z



b) Pr( Z



a)
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Example 9.1: Suppose a random sample of size n = 36 is chosen from a normally distributed = 200 and the variance 2 = 20. Determine the population with the mean probability that the sample mean is greater than 205. Solution:



n



36



200



x



20 x



n



3.33



36



Based on the above information, variance population Case I: Get the corresponding z score: Z



X



205 200



x



3.33



x



Then Pr X



205



Pr Z



1.50



1 Pr Z



1.50



2



is known, thus we have



1.50



1 0.93319



0.06681



Example 9.2: A firm produces electric bulbs with a lifespan that is approximately normal with the mean, 650 hours and the standard deviation, 50 hours. Calculate the probability that a random sample of 25 electric bulbs will have a lifespan that is less than 675 hours. Solution:



n



25



650



x



50 x



n



25



10



Based on the above information, standard deviation population thus we have Case I: X 675 650 x Get the corresponding z score: Z 2.50 10 x Then Pr X



675



Pr Z



2.50



Pr Z



2.50



is known,



0.99379
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Example 9.3: A lecturer in a university would like to estimate the average length of time students used to do revision for a course in a week. The lecturer claims that the students allocate 6 hours per week to make revision. A random sample size of 36 students has been observed which give standard deviation of 2.3 hours revision time. What is the probability that the mean of this sample is less than 5 hours revision time? Solution:



n



36



6



x



2.3 x



n



0.383



36



Based on the above information, standard deviation population is unknown and sample size is large n = 36 > 30 . Thus we have Case II as follows:



X



Get the corresponding z score: Z



5 6



x



Then Pr X



5



Pr Z



2.61



2.61



0.383



x



1 Pr Z



2.61



1 0.99547



0.00453



Example 9.4: A light bulb manufacturer is interested in testing 16 light bulbs monthly to maintain its quality. The manufacturer produces light bulbs with an average lifespan of 500 hours. What is the probability the mean lifespan of a given random sample is greater than 518 hours? Assume that the distribution of the lifespan is approximately normal and the standard deviation of sample s = 40 hours. Solution:



n



16



500



x



40 x



10



16



n



Based on the above information, standard deviation population is unknown and sample size is small n = 16 < 30 thus we have Case III as follow: Degree of freedom,



n 1 16 1 15 . That we write X ~ t (15)



Get the corresponding t score: t 15



X



x x



Then Pr X



518



518 500 10



1.8



Pr t 15 > 1.8
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Use table t distribution published by OUM. Look at the row v 1.8 is between 1.7531 (column 0.05) and 2.1315 (column 0.025).



15 , the number



We can find the probability using interpolation as follows: Pr t (15) > 1.8



0.05



0.025 0.05



Pr t 15 > 1.8



1.8 1.7531 2.1315 1.7531



0.05 0.0030986



0.046901 0.0469



EXERCISE 9.1 1.



2.



A random variable is normally distributed with mean 50 and standard deviation 5. Determine the probability that a simple random sample of size 16 will have a mean that is: (a)



Greater than 48;



(b)



Between 49 and 53; and



(c)



Less than 55.



The height for 1,000 students is approximately normal with a mean 174.5cm and a standard deviation of 6.9cm. If 200 random samples of size 25 are chosen from this population and the values of the mean are recorded to the nearest integer, determine: (a)



The expected mean and standard deviation for the sampling distribution for the mean; and



(b)



The probability that the mean height for the students is more than 176cm.



3.



The average mark for a course Q for students in a private college is 54.0. A random sample size of 36 students is collected, and the average score for the course is 53.5 marks with a standard deviation score of 15 marks. Is the claim valid?



4.



A normal population with an unknown variance has mean 20. Is a random sample size of 9 from this population with a sample mean of 24 and a standard deviation of 4.1 able to explain the population mean?
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SAMPLING DISTRIBUTION OF PROPORTION



In daily problems, we sometimes want to measure the percentage probability or proportion of an event occurs. If an event occurs x times out of a total of n x possible times, then the proportion that an event occurs is . For example, if 200 n x 200 out of 500 students prefer to enrol in Economic Statistics, then 0.4 is n 500 the proportion of the enrolment event. If the sample is random, then the value of this proportion can be used as an estimate for the true proportion of students that prefers to enrol in Economic Statistics. Usually the value of is not known and needs to be estimated from sample proportion. Sampling distribution of sample proportion will be determined by the following theorem: Theorem 9.3 Let P be a random variable representing the sample proportion and be the probability of success in a Bernoulli trial. For a large sample size n, sampling distribution of sample proportion P approaches normal distribution with Mean



p



and



Variance



2 p



=



1



n



Thus, we can have the following conclusions: (a)



We can write as follows: P



(b)



N



,



(1



)



n



In practice, if



, the probability of success (or the population proportion) is x not given, then the sample proportion p0 can replace it; and n
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The z score for a given sample proportion p is given by



p



z



1 n



(9.3)



Example 9.7: The result of a student election shows that a particular candidate received 45% of the votes. Determine the probability that a poll of (a) 250, (b) 1,200 students selected from the voting population will have shown 50% or more in favour of the said candidate. Solution:



(a)



p



1



0.45



p



0.45 1 0.45



n



Get the corresponding z score: Z



250



p



p



0.5 0.45 0.0315



p



Then, Pr P



(b)



p



Pr Z



0.5



1.59 1



0.45



p



1 Pr Z



Get the corresponding z score: Z



1200 p



p p



Then, Pr P



0.5



Pr Z



3.47



1.59



0.45 1 0.45



n



0.0315



1 Pr Z



1 0.94408



3.47



0.05592



0.0144



0.5 0.45 0.0144



1.59



3.47



1 0.99974



0.00026



SELF-CHECK 9.1 What are the similarities and dissimilarities between the sampling distribution for mean and the sampling distribution for proportion?
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EXERCISE 9.2 1.



The score of the national writing exam is normally distributed with a mean of 490 and a standard deviation of 20. (a)



Obtain the probability that the exam score for a chosen candidate at random exceeds 505.



(b)



If a random sample of size n = 16 is chosen from the population score exam, determine the shape, mean and standard deviation of the sampling distribution. Which theorem do you use?



(c)



Obtain the probability that a random sample of size n = 16 will have a mean exam score that exceeds 505.



(d)



Determine the difference that exists between the probabilities specified in sections (a) and (c).



2.



A random sample is selected from a population with mean 1,800 and a standard deviation of 80. Determine the mean and the standard deviation for a sampling distribution when the sample size is 64 and 100.



3.



A local newspaper reports that the average test score for students who will enrol in local institution of higher learning is 631 and the standard deviation is 80. What is the probability that the mean test score for 64 students is between 600 and 650?



4.



Fifteen college students are diagnosed to have flu. A study on the students show that four of them have the symptoms after drinking P. Determine the mean and the variance for the distribution of proportion who got the flu after drinking P when the sample size is 25 students.



5.



A bookshop manager wants to estimate the percentage of books that are and cannot be sold. What is the probability that in a random sample of 100 selected books, less than 50% are defective (it is known that the population proportion for defective book is 55%)?
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INTERVAL ESTIMATION OF THE POPULATION MEAN



The sampling distribution of the sample mean X will be used to obtain interval estimate of the unknown population mean. You should be familiar with Case I and II explained in Section 9.2 so that you can use the appropriate sampling distribution of the mean and standard error to determine the interval estimate. The term „interval estimation‰ is used to differentiate it from point estimate because we actually develop a probable interval with certain level of confidence, say 95% that this interval will contain the unknown population mean. Other levels of confidence that are commonly used are 90% and 99%. Two types of sampling distributions that are usually used in interval estimation are normal distribution and t-distribution. We have known that the sampling distribution of the sample mean X has mean and standard error x , where the standard error will comply with all conclusions given in Case I, II and III (as explained earlier). Case I: Population variance 100 (1



where



x



100 (1



is x z



(9.4)



x



2



n 2



is unknown and large sample size n



)% confidence interval of



is x z



30



x



2



(9.5)



s x



n



Case III: Population variance 100 (1



where



is known



)% confidence interval of



Case II: Population variance



where



2



2



is unknown and small sample size n



)% confidence interval of



s x



n



with v



is x t



2



,



x



30 (9.6)



n 1 is degree of freedom
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Estimation using Normal Distribution Figure 9.1 shows the 95% confidence interval for the population mean



Figure 9.1: 95% Confidence Interval for



and the normal score z where from standard normal. Table 9.1: The Value of



100(1-



z



)% /2
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/2



,z



.



= 1.96



are given in Table 9.1 which can be obtained



and the Corresponding Normal Score



0.1



0.05



0.01



0.005



90%



95%



99%



99.5%



1.645



1.96



2.58



2.81



Estimation using t Distribution Figure 9.2 shows the 95% confidence interval for the population mean



Figure 9.2: 95% Confidence Interval for , n 16 ,



.



2 0.025



To get the value of t / 2 (n 1) , we need to know the degrees of freedom and the area under the t distribution curve in each tail.
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The following refers to Figure 9.2:



0.05 ; So



2



0.05 2



0.025 .



(a)



Given 95% confidene interval means



(b)



For sample size n



(c)



From page 25 of the OUM statistical table; row 15 and column 0.025 gives t 0.025 (15) 2.1315



16 ; degree of freedom is v



n 1 16 1 15



Example 9.8: 6.4 but an unknown mean A population has standard deviation random sample selected from this population gives mean 50.0.



. A



(a)



Construct a 95% confidence interval for



if sample size n = 36;



(b)



Construct a 95% confidence interval for



if sample size n = 64;



(c)



Construct a 95% confidence interval for



if sample size n = 100; and



(d)



Does the width of the confidence intervals constructed in parts (a) through (c) decrease as the sample size increases?



Solution: Based on the above information, standard deviation population sample size is large n > 30 , thus we have Case I: (a)



n



6.4



36



x



n



36



95% confidence interval of



x z 50



1.067



z



1.96



is known and



(refer to Table 9.1)



2



is



x



2



1.96 1.067



50 2.091 50 2.091 47.909



50 2.091 52.091



Interval width = 52.091 47.909 = 4.182
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6.4



64



x



n



64



95% confidence interval of



x z



0.8 is



x



2



50



163



1.96 0.8



50 1.568 50 1.568



50 1.568



48.432



51.568



Interval width = 51.568 48.432 = 3.136 (c)



n



6.4



100



x



n



95% confidence interval of



x z 50



0.64



100 is



x



2



1.96 0.64



50 1.254 50 1.254 48.746



50 1.254 51.254



Interval width = 51.254 48.746 = 2.508 (d)



Yes it is. As n increases, the standard error of sampling distribution



x



is



reducing. Since z / 2 has same value for the same level of confidence 95%, therefore the interval width is affected accordingly. In fact it is decreasing in size.
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Example 9.9: A random sample of 100 studentsÊ weight has been selected from a university college. The sample gives mean weight 65kg and standard deviation 2.5kg. Find (a) 95% and (b) 99% confidence intervals for estimating the population of studentÊs weights. Solution: Based on the above information, standard deviation population and sample size is large n > 30 , thus we have Case II: (a)



n



100



x



s



2.5



n



100



95% confidence interval of



x z



z



1.96



(refer to Table 9.1)



2.58



(refer to Table 9.1)



2



is



x



2



65



0.25



is unknown



1.96 0.25



65 0.49 65 0.49 64.51 (b)



n



65 0.49 65.49



100



x



s



2.5



n



100



99% confidence interval of



x z 65



0.25



z 2



is



x



2



2.58 0.25



65 0.645 65 0.645 64.355



65 0.645 65.645
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Example 9.10: Twenty three randomly selected first year adult students were asked how much time they usually spend on reading three modules in a month. The sample produces a mean of 100 hours and a standard deviation of 12 hours. Assume the distribution of monthly reading time has an approximate normal distribution. Determine: (a)



Value of t / 2 (n 1) for t distribution curve.



(b)



95% confidence interval for the corresponding population mean.



0.05 , i.e the area in the right tail of a



Solution: (a)



0.05 , then 2 0.05 2 0.025 . Given The degree of freedom is v n 1 23 1 22 . So from page 25 of the OUM statistical table; row 22 and column 0.025 gives t 0.025 (22) = 2.0739



(b)



n



s



23



x



12



n



23



95% confidence interval of



x t



2



,v



100



2.502 is



x



2.0739 2.502



100 5.189 100 5.189 94.811



100 5.189 105.189
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EXERCISE 9.3 1.



A simple random sample of 40 has been collected from a population whose standard deviation is 10.0. The sample mean has been calculated as 150.0. Construct the 90% and 95% confidence intervals for the population mean.



2.



A simple random sample of 25 has been collected from a population whose standard deviation is 15.0. The sample mean has been calculated as 200.0, and the sample standard deviation is, s = 13.9. Construct the 99% and 95% confidence intervals for the population mean.



3.



For degree of freedom 22, determine the value of K that correspond to each of the following probabilities:



4.



(a)



Pr(t K) = 0.025



(b)



Pr(t K) = 0.10



(c)



Pr(-K t



Given the following observations in a simple random sample from a population that is approximately normal, construct a 95% confidence interval for the population mean: 65



5.



K) = 0.98



80



70



100



75



71



58



98



90



95



An academic advisor has done a research on the time allocation per week spent by a working mother to spend together with her children at home. A simple random sample of 20 such mother has been selected which produces a mean of 5 hours and a standard deviation s = 0.5 hours. Construct a 90% confidence interval for the population mean.
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INTERVAL ESTIMATION OF THE POPULATION PROPORTION



Usually, when we deal with estimation of population proportion, the sample size of the random sample is large. As such, the sampling distribution of the sample proportion is normal or approximately normal with: (a)



Mean



(b)



Standard error



(c)



If



p



=



, the population proportion that supports an attribute; 1 p



n



; and



is not given/known, it will be replaced by sample proportion p0



Let the sample proportion be p 0 , then the 100 1 is given by: the confidence interval for



p0



z



2



p



% where



x . n



as in Table 9.1,



(9.7)



Example 9.11: A sample of 100 students chosen at random from population of first year students indicated that 56% of them were in favour of having additional face-toface tutorial session. Find: (a)



95%



(b)



99%



confidence intervals for the proportion of all the first year students in favour of this additional face-to-face tutorial session.
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Solution: (a)



From the given information,



p0



0.56



p0 1 p0



0.56 1 0.56



n



100



p



For 95% confidence interval, z



0.0496



1.96



(refer to Table 9.1)



2.58



(refer to Table 9.1)



2



95% confidence interval of



p0 z



2



0.56



is



p



1.96 0.0496



0.56 0.097 0.56 0.097 0.463 (b)



0.56 0.097



0.657



For 99% confidence interval, z 2



99% confidence interval of



p0 z



2



0.56



is



p



2.58 0.0496



0.56 0.128 0.56 0.128 0.432



0.56 0.128 0.688
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EXERCISE 9.4 1.



A professional researcher found that 45% of 1,000 first year students are not involved in the tutorÊs forum. Assuming the students surveyed to be a simple random sample of the whole first year students of the same college, construct a 95% confidence interval for , the population proportion of first year students who are not involved in the tutorÊs forum.



2.



In examining a simple random sample of 100 students of open market programme, a researcher finds that 55 of them have CGPA , the less than 2.0. Construct a 90% confidence interval for population proportion of students having CGPA less than 2.0.



3.



A study by the Ministry of Trade and Consumer Affair findings show that 25% of the senior citizen prefers products based on goatÊs milk. Assuming that the survey included a simple random sample of 1500 senior citizens, construct a 99% confidence interval for , the population proportion of senior citizens who prefer products based on goatÊs milk.



The sampling distribution for sample mean helps to estimate the population mean. The sampling distribution for sample proportion helps to estimate the population proportion. The Central Limit Theorem enables us to determine the sampling distribution for the sample statistics based on the sample information on the sample size and the knowledge on the population variance. Standard normal and the t-distributions help to estimate the probabilities involving sampling distribution of mean sample X . The interval estimates of the population mean as well as the population proportion are also discussed.
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Central limit theorem



Sampling distribution



Estimation



t-distribution



Population
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Hypothesis Testing for Population Parameters



LEARNING OUTCOMES By the end of this topic, you should be able to: 1.



State the null and alternative hypotheses;



2.



Find critical values for z-test and t-test;



3.



Test means for large samples and for small samples; and



4.



Test proportion using z-test.



INTRODUCTION Researchers are interested to answer emerging questions concerning daily problems. For example, a manager may want to know whether monthly sales have increased, decreased or remained static. A professor may want to know whether his new teaching technique is improving studentsÊ performance. The Road Transport Department may want to study whether fastened seat belts will reduce the severity of injuries caused by accidents. These questions can be addressed by using statistical hypothesis testing. It is a process of making decision to evaluate claims about population parameters such as mean or proportion.
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In hypothesis testing, the researcher must: (a)



Define or identify the population parameter under study;



(b)



State the particular hypotheses to be investigated;



(c)



Give the significance level;



(d)



Select a random sample from the population;



(e)



Collect the data;



(f)



Perform appropriate statistical analyses and test; and



(g)



Make a conclusion.



Since the process involves sampling, the theory of sampling distributions discussed in Topic 9 will therefore be very useful. In short, the statistical test of hypotheses concerning mean population will involve either z-test or t-test. The statistical test of hypotheses concerning population proportion will involve ztest. Given below are some definitions: (a)



Statistical hypothesis is a conjecture/claim about a population parameter. This claim may or may not be true;



(b)



The null hypothesis, with the symbol H0, is a statistical hypothesis which states that there is no difference between a parameter population and a specific value;



(c)



The alternative hypothesis, with the symbol H1, is a statistical hypothesis which states that there is a difference between a parameter population and a specific value;



(d)



A test statistic uses the data obtained from a given sample to make a decision to reject or not to reject the null hypothesis. The value of this statistical test is usually termed as test value;



(e)



Rejection region comprises numerical values of the test statistic for which the null hypothesis will be rejected;



(f)



A type I error occurs when one rejects the null hypothesis even if it is true. A type II error occurs when null hypothesis is accepted when it is false; and



(g)



The level of significance, , is the maximum probability of making a type I error. We can write Pr(Making Type I error) = . Generally a statistician uses = 0.1 or 0.05 or 0.01.
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SELF-CHECK 10.1 Given a population with unknown parameter. What do you understand about the hypothesis value for the parameter?



10.1



HYPOTHESIS TESTING FOR POPULATION MEAN



In many problems, the value for the population parameter is usually unknown. However, with the help of additional information such as previous experience concerning the sample problem, a certain value can be assumed for the parameter. This assumed value is the ‰hypothesised value‰ for the parameter and need to be tested based on the information from the selected random sample, so as to reject or accept the assumed value. The initial step in hypothesis testing is to write or formulate the hypothesis on the population parameter value which is usually unknown. There are two types of hypothesis: (a)



Null hypothesis which is symbolised by H 0 ; and



(b)



Alternative hypothesis which is symbolised by H1 .



The null hypothesis usually takes a specific value, while the alternative hypothesis takes a value in an interval which is complement to the specified value under H 0 . Table 10.1 below shows some examples of formulating hypotheses. In this table, is specified to 50. As we can see, the interval value of under H1 is complement to the value under H0. Table 10.1: Examples of Hypotheses for Parameter



Null Hypothesis, H0



Alternative Hypothesis, H1



Case 1: Mean,



50



Æ 50



Case 2: Mean,



50



50



Case 3: Mean,



50



50
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Formulation of Hypothesis



The selection of H1 is based on the claims made in the problem. Usually, the claims can be viewed and understood directly, by looking at how the value of the population parameter changes. The changes in value can be classified into directive (left or right) or non-directive. Let 0 be the specified value of . The following guides can be used to formulate the hypotheses: as claimed;



(a)



Identify the specified value of



(b)



Identify the statement of claim regarding the „changes‰ in value of, whether it is directive or non-directive. If the claim contains equal sign‰=‰, then take this expression to formulate H0. H1 is then composed as a complement (examples given in Table 10.2); and



(c)



On the other hand, if the expression does not contain equal sign, then take this expression to formulate H1 . H0 is then composed by complement. Table 10.2: Formulation of H1 and H0 Changes in the Value of



Statement of H 1



Statement of H 0



(a) Decreased/reduced (Left-directive change)



H1 :



0



H0 :



0



(b) Increased/greater (Right-directive change)



H1 :



0



H0 :



0



(c) Do not know the changes/direction of change is not given (Non-directive change)



H1 :



0



H0 :



0



We can observe from Table 10.2, the following key indicators: (a)



The algebraic expression under H0 always contain equal sign „=‰. This is very important point to be considered. In other words, H1 does not contain equal sign at all; and



(b)



The algebraic expression under H0 is complement to the one under H1. For example, set 0 under H0 is a complement to 0 under H1.
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Example 10.1: For each claim, state the null and alternative hypotheses. (a)



The average age of first year part time students is 32 years old;



(b)



The average monthly income of graduate young managers is more than RM2,800;



(c)



The average monthly electric bill for domestic usage is at least RM75; and



(d)



The average number of new luxury cars imported monthly is at most 400.



Solution: (a)



(b)



(c)



The claim: „The average age is 32 years old‰ is non-directive expression of claim. It means „average age = 32 years old‰. This expression contains equal sign „=‰, therefore select H0 first, and then compose H1 by complement. In this case the value of 0 = 32 years.



H0 :



32 years (claim)



H1 :



32 years



The claim: „The average income is more than RM2,800‰ is directive expression of claim. It means „average income > RM2,800‰. This expression does not contain equal sign „=‰, therefore select H1 first, and then compose H0 by complement. In this case the value of 0 =RM2,800.



H1 :



RM2800 (claim)



H0 :



RM2800



The claim: „Average bill is at least RM75‰ is directive expression of claim. It RM75‰. This expression contains an equal sign, means „Average bill therefore select H0 first, and then formulate H1 by complement. In this case the value of 0 =RM75. H0 :



RM75 (claim)



H1 :



RM75
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The claim: „The average number of imported cars at most is 400‰. It is a directive expression of claim. It means 400 or less, and equivalent to „400‰. This expression contains equal sign, therefore select H0 first, and then formulate H1 by complement. In this case, the value of 0 = 400. H0 :



400 (claim)



H1 :



400



Table 10.3 gives examples of directive and non-directive expression of claim that are commonly used by researchers. Table 10.3: Expression of Claim.



H0



H1 (Never Contain Equal Sign)



Expression of Claim



Symbols



(Always Contain Equal Sign)



Equal to/is



=



=



Less than











Less than or equal >



Not more than At most More than Greater than



>



>



Exceed More than or equal







At least



ACTIVITY 10.1 The performance in mathematics for a school is said to have increased since an intensive programme by the science and mathematics teachers were implemented. (a)



Suggest an appropriate parameter to measure the change in mathematics performance;



(b)



State the direction of the parameter change; and



(c)



State the appropriate null and alternative hypotheses.
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Types of Test and Rejection Region



The types of test are related to the expression of H1 and are given in Table 10.4. , the critical values to determine the rejection region will be For a given obtained from either normal distribution table or t distribution table. Table 10.4: Types of Tests Statement of H 1



Types of Test



Rejection Region



H1 :



0



One-tail, left



Left Region



H1 :



0



One-tail, right



Right Region



H1 :



0



Two-tails



(Half region) left and (Half region) Right



The rejection region can be drawn at the appropriate normal curve or t-curve depending on the type of the sampling distribution of the sample mean X . For a given , the rejection region is defined by the critical value of z-score or tscore. Table 10.5 gives examples of critical values for z-score. The critical value for t-score will depend on the sample size n through degree of freedom v n 1 . Table 10.5: Examples of Critical Values for z-score



Type of Test



Critical Value (CV)



Significance Level 0.10



0.05



0.01



0.005



(10%)



(5%)



(1%)



(0.5%)



1 tail (left)



z



-1.280



-1.645



-2.33



-2.58



1 tail (right)



z



1.280



1.645



2.33



2.58



-1.645



-1.960



-2.58



2.81



1.645



1.960



2.58



2.81



Left-side z 2 tails



2



Right-side z 2
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Finding Critical Values for z-score Example 10.2 shows you how to find the critical values. Example 10.2: Let the sampling distribution of X be normal. Find the critical value(s) for each case and show the rejection region. (a)



Left-tailed test;



(b)



Right-tailed test;



(c)



Two-tailed test;



= 0.1; = 0.05; and = 0.02.



Solution: (a)



Draw the figure and indicate the rejection region (see Figure 10.1(a)):



0.1 then find 1 1 0.1 0.9 because probability values Given provided by the standard normal table (OUM) ranging from 0.50000 to 0.99999. Refer to the standard normal table (OUM) on page 23, shown by Table 8.3 from Topic 8. Find the closest value to 0.9. Table 8.3: Normal Distribution Table z



0.00



0.01



0.02



0.03



0.04



0.05



0.06



0.07



0.08



0.09



0.00 0.10 0.20 0.30 0.40



0.50000 0.53983 0.57926 0.61791 0.65542



0.50399 0.54380 0.58706 0.62172 0.65910



0.51197 0.54776 0.59095 0.62552 0.66276



0.51595 0.55172 0.59483 0.62930 0.66640



0.51994 0.55567 0.59871 0.63307 0.67003



0.52392 0.55962 0.60257 0.63683 0.67364



0.52790 0.56356 0.60642 0.64058 0.67724



0.53188 0.56749 0.61026 0.64431 0.68082



0.53188 0.57142 0.61026 0.64803 0.68439



0.53586 0.57535 0.61409 0.65173 0.68793



0.50 0.60 0.70 0.80 0.90



0.69146 0.72575 0.75804 0.78814 0.81594



0.69497 0.72907 0.76115 0.79103 0.81859



0.69847 0.73237 0.76424 0.79389 0.82121



0.70194 0.73565 0.76730 0.79673 0.82381



0.70540 0.73891 0.77035 0.79955 0.82639



0.70884 0.74215 0.77337 0.80234 0.82894



0.71226 0.74537 0.77637 0.80511 0.83147



0.71566 0.74857 0.77935 0.80785 0.83398



0.71904 0.75175 0.78230 0.81057 0.83646



0.72240 0.75490 0.78524 0.81327 0.83891



1.00 1.10 1.20 1.30 1.40



0.84134 0.86433 0.88493 0.90320 0.91924



0.84375 0.86650 0.88686 0.90490 0.92073



0.84614 0.86864 0.88877 0.90658 0.92220



0.84849 0.87076 0.89065 0.90824 0.92364



0.85083 0.87286 0.89251 0.90988 0.92507



0.85314 0.87493 0.89435 0.91149 0.92647



0.85543 0.87698 0.89617 0.91308 0.92785



0.85769 0.87900 0.89796 0.91466 0.92922



0.85993 0.88100 0.88730 0.91621 0.93056



0.86214 0.88298 0.90147 0.91774 0.93189



1.50 1.60 1.70 1.80



0.93319 0.94520 0.95543 0.96407



0.93448 0.94630 0.95637 0.96485



0.93574 0.94738 0.95728 0.96562



0.93699 0.94845 0.95818 0.96637



0.93822 0.94950 0.95907 0.96712



0.93943 0.95053 0.95994 0.96784



0.94062 0.95154 0.96080 0.96856



0.94179 0.95352 0.96246 0.96995



0.94295 0.95352 0.96246 0.96995



0.94408 0.95449 0.96327 0.97062



1.90



0.97128



0.97193



0.97257



0.97320



0.97381



0.97441



0.97500



0.97558



0.97615



0.97670
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The closest value to 0.9 that is row 1.2, column 0.08 and 0.09 i.e; 0.9 is closer to 0.89973, than to 0.90147. So choose z = 1.28 . For left-tailed test; z



1.28



z



1.28 (see Figure 10.1(a)).



Figure 10.1: Examples of rejection region



(b)



Draw the figure and indicate the rejection region: (Figure 10.1(b))



0.05 then find 1



Given



1 0.05 0.95 .



Refer to the standard normal table (OUM) on page 23. Find the closest value to 0.95. Table 8.3: Normal Distribution Table z



0.00



0.01



0.02



0.03



0.04



0.05



0.06



0.07



0.08



0.09



0.00 0.10 0.20 0.30 0.40



0.50000 0.53983 0.57926 0.61791 0.65542



0.50399 0.54380 0.58706 0.62172 0.65910



0.51197 0.54776 0.59095 0.62552 0.66276



0.51595 0.55172 0.59483 0.62930 0.66640



0.51994 0.55567 0.59871 0.63307 0.67003



0.52392 0.55962 0.60257 0.63683 0.67364



0.52790 0.56356 0.60642 0.64058 0.67724



0.53188 0.56749 0.61026 0.64431 0.68082



0.53188 0.57142 0.61026 0.64803 0.68439



0.53586 0.57535 0.61409 0.65173 0.68793



0.50 0.60 0.70 0.80 0.90



0.69146 0.72575 0.75804 0.78814 0.81594



0.69497 0.72907 0.76115 0.79103 0.81859



0.69847 0.73237 0.76424 0.79389 0.82121



0.70194 0.73565 0.76730 0.79673 0.82381



0.70540 0.73891 0.77035 0.79955 0.82639



0.70884 0.74215 0.77337 0.80234 0.82894



0.71226 0.74537 0.77637 0.80511 0.83147



0.71566 0.74857 0.77935 0.80785 0.83398



0.71904 0.75175 0.78230 0.81057 0.83646



0.72240 0.75490 0.78524 0.81327 0.83891



1.00 1.10 1.20 1.30 1.40



0.84134 0.86433 0.88493 0.90320 0.91924



0.84375 0.86650 0.88686 0.90490 0.92073



0.84614 0.86864 0.88877 0.90658 0.92220



0.84849 0.87076 0.89065 0.90824 0.92364



0.85083 0.87286 0.89251 0.90988 0.92507



0.85314 0.87493 0.89435 0.91149 0.92647



0.85543 0.87698 0.89617 0.91308 0.92785



0.85769 0.87900 0.89796 0.91466 0.92922



0.85993 0.88100 0.88730 0.91621 0.93056



0.86214 0.88298 0.90147 0.91774 0.93189



1.50 1.60 1.70 1.80



0.93319 0.94520 0.95543 0.96407



0.93448 0.94630 0.95637 0.96485



0.93574 0.94738 0.95728 0.96562



0.93699 0.94845 0.95818 0.96637



0.93822 0.94950 0.95907 0.96712



0.93943 0.95053 0.95994 0.96784



0.94062 0.95154 0.96080 0.96856



0.94179 0.95352 0.96246 0.96995



0.94295 0.95352 0.96246 0.96995



0.94408 0.95449 0.96327 0.97062



1.90



0.97128



0.97193



0.97257



0.97320



0.97381



0.97441



0.97500



0.97558



0.97615



0.97670
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The closest value to 0.95 that is row 1.6, column 0.04 and 0.05 i.e; 0.9 is closer to 0.94950, than to 0.95053. So choose z For right-tailed test; z (c)



1.64 .



1.64 (see Figure 10.1(b)).



Draw the figure and indicate the rejection region (see Figure 10.1(c)): For two-tailed test, we have half region left and half region right. Therefore 0.02 1 0.01 0.99 . we seek critical value for 0.01 then find 1 2 2 Refer to the standard normal table (OUM) page 23, Find the closest value to 0.99. The closest value to 0.95 that is row 2.3, column 0.03 and 0.04 i.e; 0.9 is closer to 0.99010, than to 0.99036. So choose z = 2.33 . For two-tailed test: (i)



z



2.33 for half left region and, 2



(ii)



z



2.33 for half right region 2



(see Figure 10.1(c)). Finding Critical Values for t-score Example 10.3: Let the sampling distribution of X is t distribution with v n 1 degree of freedom. Find the critical value(s) for each case and show the rejection region. (a)



Left-tailed test;



(b)



Right-tailed test;



(c)



Two-tailed test;



=0.1; n = 16; =0.05; n = 21: and =0.02; n = 11.
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Solution: (a)



Draw the figure and indicate the rejection region: (refer to Figure 10.2(a)). Given



0.1 ; Degree of freedom v



n 1 16 1 15 .



So from page 25 of the OUM statistical table; row 15, and column 0.1 gives t 0.1 (15) = 1.3406 For left-tailed test; t 0.1 (15) = 1.3406



t 0.1 15 = 1.3406 (see Figure 10.2(a)).



Figure 10.2: Examples of rejection region for t-score



(b)



Draw the figure and indicate the rejection region: (refer to Figure 10.2(b)). Given



0.05 ; Degree of freedom v



n 1 21 1 20 .



So from page 25 of the OUM statistical table; row 20, and column 0.05 gives t 0.05 (20) = 1.7247 For right-tailed test; t 0.05 (20) = +1.7247 (see Figure 10.2(b)). (c)



Draw the figure and indicate the rejection region: (see Figure 10.2(c)) For two-tailed test, we have half region left and half region right. Therefore, 0.02 we seek critical value for 0.01 . 2 2 Degree of freedom v



n 1 11 1 10 .



So from page 25 of the OUM statistical table; row 11, and column 0.01 gives t 0.01 (10) = 2.7638
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For two-tailed test; (i)



t 0.01 (10) = 2.7638 for half right region and,



(ii)



t 0.01 (10) = 2.7638 for half left region



(See to Figure 10.2(c)).



10.1.3



Test Statistics of Population Mean



In hypothesis testing, specifying the appropriate test statistics is very important. As explained in Topic 9, information about population variance and sample size will determine the test statistics that going to be used. 2



Case I: Population variance x



Test statistic is z score z



2



with v



(10.1)



is unknown and large sample size n



x



0



s



n



Case III: Population variance Test statistic is t score t



0



n



Case II: Population variance Test statistic is z score z



is known



2



(10.2)



is unknown and small sample size n



x



0



s



n



30



30 (10.3)



n 1 is degree of freedom.



10.1.4



Procedure of Hypothesis Testing of the Population Mean



The following steps are commonly used in the hypothesis testing: Step 1:



Identify the claim, and formulate the hypotheses;



Step 2:



Define the test statistic, either using z the test statistic;



score or t



score and compute
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Step 3:



Identify significance level and determine the rejection region. Thus make the decision either reject or fail to reject H0 ; and



Step 4:



Make a conclusion/summarise the results.



Example 10.4: A researcher reports that the average annual salary of a CEO is more than RM42,000. A sample of 30 CEOs has a mean salary of RM43,260. The standard = 0.05, test the validity of this deviation of the population is RM5,230. Using report. Solution: 0



42000



Step 1:



Step 2:



n



30



x



43260



5230



The claim is „average salary is more than RM42,000‰. There is no equal signs in this expression, therefore define H1 first then formulate H0 (see Table 10.3).



H1 :



RM42000 (claim)



H0 :



RM42000



The standard deviation of the population have Case I: The test statistic is z-score z



Step 3:



x



0



/ n



5320 is known, thus we



43260 42000 5230



30



1.32 .



0.05 . By looking at statement of H1 The significance level is given as (refer to Table 10.4), it is a right-tailed test with z z 0.05 1.64 .



Figure 10.3: Right tailed test at 5% level
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The test value, z = 1.32 is less than 1.64. Thus, z-score does not fall in the rejection region (see Figure 10.3). Decision: Fail to reject H0 at 5% level. In other words H1 is not accepted at 5% level. Step 4:



To conclude, the given sample information does not give enough evidence to support the claim that the average annual salary of executive CEO is more than RM42,000.



Example 10.5: A researcher wants to test the claim that the average lifespan time for fluorescent lights is 1,600 hours. A random sample of 100 fluorescent lights has mean lifespan 1,580 hours and standard deviation 100 hours. Is there evidence to = 0.05? support the claim at Solution: 0



n



1600



Step 1:



Step 2:



100



x



1580



100



The claim is „the average lifespan time for fluorescent lights is 1,600 hours‰. There is equal sign in this expression, therefore define H0 first then formulate H1 (see Table 10.3). H0 :



1600 hours (claim)



H1 :



1600 hours



The standard deviation of the population is unknown and the sample size n = 100 is large, thus we have Case II: The test statistic is z-score z



Step 3:



s



x



0



/ n



1580 1600 100



100



2.0 .



0.05 . By looking at statement of H1 The significance level is given as (refer to Table 10.4), it is a two-tailed test; therefore the rejection region is divided into two halves, i.e. half left and half right each representing 0.05 z 0.025 1.96 . 0.025 ; and critical value z 2 2 2
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Figure 10.4: Two- tailed test at 5% level



2.0 is less than -2.0 . Thus, the z-score falls in the The test value, z half left rejection region (see Figure 10.4). Decision: Reject H0 at 5% level. Step 4:



To conclude, the given sample information does give enough evidence to support the claim that the average lifespan time for fluorescent lights is 1,600 hours.



Example 10.6: The Human Resource Department claims that the average entry point salary for graduate executive with little working experience is RM24,000 per year. A random sample of 10 young executives has been selected, and their mean salary is RM23,450 and standard deviation RM400. Test this claim at 5% level. Solution: 0



24000



Step 1:



Step 2:



n



10



x



23450



s



400



The claim is „the average entry point salary for graduate executive with little working experience is RM24,000 per year‰. There is an equal sign in this expression, therefore define H0 first then formulate H1. H0 :



RM24000 (claim)



H1 :



RM24000



The standard deviation of the population is unknown and the sample size n = 10, thus we have Case III: The test statistic is t-score t



x



0



/ n



23450 24000 400



10



4.35 .
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Step 3:



0.05 and degree of freedom The significance level is given as v n 1 10 1 9 . By looking at statement of H 1 (refer to Table 10.4), it is a two-tailed test, therefore the rejection region is divided into two 0.05 halves, i.e. half left and half right each representing 0.025 ; 2 2 9 t 0.025 9 2.262 (See table t (OUM), page 25 and critical value t



HYPOTHESIS TESTING FOR POPULATION PARAMETERS



2



at row 9, and column 0.025).



Figure 10.5: Two-tailed tests at 5% level for t-score



4.35 is less than -2.262. Thus the test t-score falls in The test value, t the half left rejection region, (see Figure10.5). Decision: Reject H0 at 5% level. Step 4:



To conclude, the given sample information does give enough evidence to reject the claim that the average entry point salary for graduate executive with little working experience is RM24,000 per year.
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EXERCISE 10.1 1.



2.



3.



4.



Let the sampling distribution of X is normal, find the critical value(s) for each case and show the rejection region. (a)



Left-tailed test;



(b)



Right-tailed test;



(c)



Two-tailed test;



= 0.05; = 0.01; and = 0.1.



Let the sampling distribution of X follow t-distribution with n-1 degree of freedom, find the critical value(s) for each case and show the rejection region. (a)



Left-tailed test;



(b)



Right-tailed test;



(c)



Two-tailed test;



= 0.05; n = 20; = 0.01; n = 1; amd = 0.1; n = 10.



Spot any error on the following hypotheses and explain why: (a)



H0 :



4000 ; H1 :



3000 ;



(b)



H0 :



100 ; H1 :



100 ; and



(c)



H0 :



40 ; H1 :



40 .



For each claim, state the null and alternative hypotheses. (a)



The average age of young executives is 24 years;



(b)



The average monthly income of non-graduate senior managers is less than RM2,300:



(c)



The average monthly phone bill for office usage is at least RM750; and



(d)



The average number of new employees employed annually is at most 40.
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Make decision on the statistical test of the following hypotheses testing. Assume the mother population is normal or bell-shaped: (a)



H0 :



4000 ; H1 :



(b)



H0 :



400 ; H1 :



(c)



H0 :



40 ; H1 :



4000 .



=100; n = 25, x = 4100.



400 . s = 100; n = 40, x = 395. 40 . s = 4; n = 10, x = 35.



6.



A researcher wants to conclude whether the average annual income of families in a residential area exceeds RM14,000. A random sample of 60 families has been selected. The sample gives average annual income of RM14,100 with standard deviation RM400. At 5% level, make a statistical test to help the researcher make the above conclusion.



7.



An automobile company claims that the average lifetime of locally produced tyres of 60,000km stated by manufacturer is too high. The company selects random sample of 50 typical tyres which give mean lifetime of 59,500km and standard deviation of 1,500km. What can it conclude at the 0.01 level of significance?



10.2



HYPOTHESIS TESTING OF THE POPULATION PROPORTION



In this module, we only consider large sample size (n 30). The sampling distribution of sample proportion P usually follows approximate normal distribution. Therefore the procedure is the same as the procedure for hypothesis testing of the population mean for a large sample. The null hypothesis for this test is:



H0 :



0



The point estimator for the population proportion



p0



x n



is the sample proportion: (10.4)



where x from n (which is the size of the random sample) is the positive or supportive attributes.
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In the case of proportion, the true population distribution and the test statistics distribution are binomial distribution. However, for a large sample size (n 30) and if the following conditions: 5 and n



n



1



5



(10.5)



are satisfied, then the normal distribution is the best approximate. The larger the sample size, the better is the approximation. If both conditions are not satisfied, then the probability of rejecting H0 can be calculated from the binomial distribution table. In this topic, assuming the above conditions are satisfied then, when H0 is true, the sample proportion P has an approximate normal distribution N P , P2 where: P



p0 (1 p0 ) n



2 P



p0 , and



(10.6)



Therefore the test statistics is a z-score:



z



p0



p



(10.7)



p



which is standard normal N(0, 1). Example 10.7: The Registry Department claims that the failure rate for working students in Distance Education Degree is more than 30%. However, in the last semester, there were 125 students from a random sample of 400 students that fail to continue their study. At = 0.05, does the sample information support the claim? Solution: 0.3



Step 1:



p0



x n



125 400



0.3125



n



400



The claim is „failure rate for working students in Distance Education Degree is more than 30%‰. There is no equal sign in this expression, therefore define H1 first then formulate H0.



H1 :



0.3 (claim)



H0 :



0.3
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Step 2:



The sample size n = 400, and the condition n
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400 0.3



120 > 5 and



n



1 400 0.3 1 0.3 84 > 5 are satisfied. Therefore, the sampling distribution of the sample proportion has approximately normal distribution with



P



p0



0.3 and



p



p 0 (1 p 0 ) n



The test statistic is z-score z



p0



400 p



p



Step 3:



0.3 0.7



0.023



0.3125 0.3 0.023



0.543



0.05 . By looking at statement of H1 The significance level is given as (refer to Table 10.4), it is a right-tailed test with z z0.05 1.64 .



Figure 10.6: Right-tailed test at 5% level



The test value, z = 0.543 is less than 1.64. Thus z-score does not fall in the rejection region (see Figure 10.6). Decision: Fail to reject H0 at 5% level. Step 4:



To conclude, the given sample information does give enough evidence to support the claim that the failure rate for working students in Distance Education Degree is more than 30%.



Example 10.8: It was found in a survey done by Company A that 40% of its customers are satisfied with its customer service counter. However, a new executive wants to test this claim and select a random sample of 100 customers and found that only = 0.01, does the sample 37% were satisfied with the customer service. At information give enough evidence to accept the claim?
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Solution:



p0



0.4 Step 1:



Step 2:



0.37



n 100



The claim is „40% of its customers are satisfied with its customer service counter‰. It is non-directive expression of claim. There is equal sign in this expression, therefore define H0 first then H1. H0 :



0.4 , (claim)



H1 :



0.4



The sample size n = 100, and the condition n



100 0.4



40 > 5 and



n



1 100 0.4 1 0.4 24 > 5 are satisfied. Therefore, the sampling distribution of the sample proportion has approximately normal distribution with



P



p0



0.4 and



p



p 0 (1 p 0 ) n



The test statistic is z-score z



p0



100 p



p



Step 3:



0.4 0.6



0.049



0.37 0.40 0.049



0.612



0.05 . By looking at statement of H1 The significance level is given as (refer to Table 10.4), it is a two-tailed test therefore the rejection region is divided into two halves, i.e. half left and half right each representing 0.01 z0.005 2.58 . 0.005 ; and critical value z 2 2 2



Figure 10.7: Two-tailed test at 1% level
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The test value, z = 0.612 is greater than 2.58. Thus the z-score does not fall in the rejection region (see Figure 10.7). Decision: Fail to reject H0 at 5% level. Step 4:



To conclude, the given sample information does not give enough evidence to reject the claim that 40% of its customers are satisfied with its counter service.



EXERCISE 10.2 1.



A random sample of 50 observations is selected from a binary is population whose proportion to favour a certain attribute, unknown. Given the sample proportion to favour the same attribute as 0.45. Test and conclude the following hypotheses: (a)



H0:



=0.51; H1:



Æ 0.51;



= 0.05;



(b)



H0:



=0.60; H1:



< 0.60;



= 0.01; and



(c)



H0:



=0.40; H1:



> 0.40;



= 0.10.



2.



From 835 customers coming to the counter for customer service, 401 of them are having saving account.Does this sample data support you to conclude that more than 45% of the bankÊs customers owned saving account?



3.



The municipalÊs management found that 37% of the local communities having more than seven family members. A random sample of 100 families in the locality has been selected which gives that 23 of them having more than seven family members. At = 0.01, is there enough evidence that the percentages have changed?



4.



A researcher claims that at least 15% of all new managers are having problems with the time management pertaining to their daily routine. In a sample of 80 new managers, nine were found to be having such problem. At = 0.05, is there enough evidence to reject the claim?
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In this topic we have discussed the hypothesis testing of population mean and proportion. The formulation of the null and the alternative hypotheses is important and usually guided by the claims statement in the problem. The testing of hypotheses on mean population is either using z-test or t-test depending on the types of sampling distribution of the sample mean. The expression of alternative hypothesis will determine the types of test which is either left one tailed test, r right one tailed test or two tailed test. For the population proportion, the testing is using z-test. Some discussions on finding critical values using z-test or t-test for given have been done via examples to determine the rejection region. It will follow by the decision whether to reject or to accept the null hypothesis. The procedure of testing is then concluded according to the decision on statistical test.



Alternative hypothesis



Statistical hypothesis testing



Null hypothesis



z-test



Rejection region
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Answers TOPIC 1:



TYPES OF DATA



Exercise 1.1 (a)



1 Kelantan, 2 Terengganu, 3 Pahang, 4 Perak, 5 Negeri Sembilan, 6 Selangor, 7 Wilayah Persekutuan, 8 Johor, 9 Melaka, 10 Kedah, 11 Pulau Pinang, 12 Sabah and 13 Sarawak.



(b)



1 January, 2 February, 3 March, 4 8 August, 9 September, 10 12 December.



(c)



1 Bachelor of Science Degree, 2 Bachelor of Arts Degree, 3 Medical Science Degree, and 4 Bachelor of Engineering.



April, 5 May, 6 June, 7 July, October, 11 November and



Bachelor of



Exercise 1.2 (a)



1 death injury, 2



serious, 3



(b)



1 First Class, 2 4 Third Class.



(c)



1 Excellent, 2 Good, 3



moderate and 4 light.



Second Upper Class, 3



Average and 4



Second Lower Class and



Poor.



Exercise 1.3 1.



The variable itself is numerical in nature. Its values are real numbers. They normally can be obtained through the measurement process.



2.



(a)



Numerical



(e)



Numerical



(b)



Categorical



(f)



Numerical



(c)



Numerical



(g)



Categorical



(d)



Numerical
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4.



(a)



Continuous



(d)



Continuous



(b)



Continuous



(e)



Discrete



(c)



Discrete



(f)



Continuous



(a)



Nominal



(c)



Ordinal Ordered Categorical



(b)



Ordinal



(d)



Ordinal rank



(e)



Nominal



TOPIC 2:
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TABULAR PRESENTATION



Exercise 2.1 (a)



Second class: 15



25, freq = 7.



(b)



Boundaries of the fifth class: 47.5



58.5, Class midpoint: 53



Exercise 2.2 1.



(a)



35;



(b)



65



2.



(a)



14.5, 24.5, 34.5, 44.5, 54.5



(b) 10-19



20-29



30-39



40-49



50-59



0.10



0.25



0.35



0.20



0.10



(c) 9.5



19.5



29.5



39.5



49.5



0



10



35



70



90
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3. Level of Satisfaction



Freq



Rel.Freq



Rel.Freq (%)



Very Comfortable



120



0.12



12



Comfortable



180



0.18



18



Fairly Comfortable



360



0.36



36



Uncomfortable



240



0.24



24



Very Uncomfortable



100



0.10



10



10000



1.00



100



Sum



4. 35-46



47-58



59-70



71-82



83-94



95-106



Sum



2



1



5



7



4



1



20



TOPIC 3: PICTORIAL PRESENTATION Exercise 3.1 (a)



Qualitative, category



(b)



To compare category values (countries)



(c)



America



(d)



America has the most production with more than 80 million barrels of oil per day. It is followed by Saudi Arabia, and then Russia. The rest produce about the same number of barrels of oil per day which is around 3 million barrels per day.
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Exercise 3.2



(a)



The horizontal axis is labelled by qualitative (nominal) variable; the vertical axis is labelled by relative frequency (%).



(b)



In both years, the field of studies was dominated by Health. It then decreasedto Engineering but picked up again for Economics. As for Health, the number of students increased in the year 2000, similarly for Education. However, it decreased in the the year 2000 for the other two fields of studies.



Exercise 3.3 (a)



Excel(117o), SPSS(83o), SAS (58o), MINITAB (102o)



(b)



Pie Chart 64



73



Excel SPSS SAS MINITAB



36 52
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(c)



Excel is the most popular software used by the lectures, followed by MINITAB, SPSS and lastly SAS.



Exercise 3.4 (a) 39.995 0



49.995 7



59.995 18



69.995 33



79.995 48



89.995 58



99.995 62



109.995 65



(b)
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Exercise 3.5 1. Male



Female



High



23.75



High



27.78



Medium



53.75



Medium



57.78



Low



22.5



Low



14.44



100



Male



Female



High



190



250



Medium



430



520



Low



180



130



800



900



Male (%)



Female (%)



High



23.75



27.78



Medium



53.75



57.78



Low



22.5



14.44



100



100



100
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2. %



Standardised (%)



Bus



35



Bus



43.75



Car



25



Car



31.25



Motor



20



Motor



80



25 100



3. 0.5, uniform



0



0.5-0.9



5



1.0-1.4



2



1.5-1.9



3



2.0-2.4



6



2.5-2.9



3



3.0-3.4



1
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(a) 0



0



1-9



5



10-19



10



20-29



15



30-39



20



40-49



40



50-59



35



60-69



20



70-79



8



80-89



5



90-99



2 0



(b) Less Than or Equal



(c)



0



0



9.5



5



19.5



15



29.5



30



39.5



50



49.5



90



59.5



125



69.5



145



79.5



153



89.5



158



99.5



160



100.5



160



90 students
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TOPIC 4: MEASURES OF CENTRAL TENDENCY Exercise 4.1 1.



(a)



77



(b)



39.71



(c)



1608.3



2.



1.53



3.



Mean = 107.92, Mode = 107.63, Q1 = 102.94, Q2 = 107.88, Q3 = 112.98



TOPIC 5: MEASURES OF DISPERSION Exercise 5.1 1.



(a)



Set A: Mean = 55, Range = 20; Set B: Mean = 55, Range = 60



(b)



Although they have the same mean value but Set B has a wider range and more scattered. It can be visualised through point plot. 100 80 60 40 20 0 SetA



2.



(a)



SetB



Set C: Mean = 52, Range = 80; Set D: Mean = 52; Range = 80 100 90 80 70 60 50 40 30 20 10 0 SetC



SetD
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Although they have the same range, Set D is less scattered and concentrated between 40 and 70.



Exercise 5.2 1&2



3.



Set



Q1



Q2



Q3



IQR



VQ



V



E



15.92



37.61



49.9



33.98



0.52



37.75



15.62



0.41



F



25.5



30.8



34.4



8.9



0.15



29.85



12.53



0.42



G



1.07



1.10



1.13



0.06



0.03



1.1



0.04



0.04



They are of different types so IQR is not suitable for comparison, but VQ or V can. Data set G is most dense than the other two. Generally, E and F are about the same spreading. However, the main body of data F is more dense.



Exercise 5.3 1.



Set 1: Set 2:



= 9, = 4.81 = 8.78, = 3.71



2.



Set A: Set B: Set C: Set D:



= 4.78 = 18.72 = 25.59 = 17.58



Exercise 5.4 Refer to solutions in Activity 5.2
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Exercise 5.5 (a) & (b)



(b)



Set Data



Mean



Mode



Q1



Q2



Q3



A (Weight,kg)



54.1



56.2



45.12



55



64.2



B (Marks)



47.1



44.5



37.13



46.33



57.38



V



PCS



13.03



0.24



-0.16



13.61



0.29



0.19



Data A is slightly skewed negatively but data B is slightly skewed positively.



TOPIC 6: EVENTS AND PROBABILITY Exercise 6.1 (a)



S = {1,2,3,4};



(b)



Experiment with multiple trials. S = {1G, 2G,3G,4G,1N,2N,3N,4N}



Exercise 6.2 S = {1,2,3,4}; A = {1,2,3}, B = {2,3,4}, C = {1,3}, D = {2,4}



Exercise 6.3 S = {G1,G2,G3,G4,G5,G6,N1,N2,N3,N4,N5,N6} 1.



2.



(a)



P={G2,G4,G6}



(b)



Q={G1,G2,G3,G5,N1,N2,N3,N5}



(c)



R={G1,G3,G5}



(d)



P Q = {G1,G2,G3,G4,G5,G6,N1,N2,N3,N5}



(e)



Q R = {G1,G3,G5} = R



(f)



Q\R = {G2,N1,N2,N3,N5}



P Q



,Q R



,P R =



, PR are mutually exclusive events.
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Exercise 6.4 P(R) = 5/8; P(B) = 3/8; R: red ball, B: blue ball



Exercise 6.5 1.



S = {G1, G2, G3, G4, N1, N2, N3, N4}; G: Picture on the coin, N: number on the coin With P(G) = P(N) = 0.5; P(i) = 1/4, i= 1,2,3,4 (a)



A = {G2, G4}, B = {N1, N3}, C = {G3, G4, N3, N4}



(b)



A C = {G2, G3, G4, N3, N4}, B C = {N3}



2.



A B = , A&B are mutually exclusive. A C = {G4} , A&C not mutually exclusive.



3.



Pr(A) = Pr(G2) + Pr(G4) = (1/2)(1/4) + (1/2)(1/4) = Pr(C) = Pr(G3) + Pr(G4) + Pr(N3) + Pr(N4) = 1/2 Pr(A C) = 5 x (1/2)(1/4) = 5/8, or use formula for compound events, i.e Pr(A C) = Pr(A) + Pr(C) Pr(A C) = 1/4 + 1/2 1/8 = 5/8.



Exercise 6.6 Box A: 4 bad(R), 6 good(G); Box B: 1 bad, 5 good. Choose box at random, Pr(A) = Pr(B) = 1/2. Pr(R A) = 4/10, Pr(R B) = 1/6 S = {AR, AG, BR, BG}. Let X be event obtain bad orange unconditionally. X = {AR, BR}, Pr(X) = (1/5 + 1/12) = 17/60.
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Exercise 6.7 1.



Refer to the solutions to the Activity 6.6. Pr(AX) =



2.



Pr( A X ) = Pr(AR)/Pr(X) = (1/5)/(17/60) = 12/17 Pr( X )



Let E: Gold coin; P: Silver coin; R: Red Jar; G:Green Jar; and B: Blue jar. (a)



Random choose jar then Pr(G) = Pr(R) = Pr(B) = 1/3; Pr(E R) = 1/3, Pr(E B) = 1/5, Pr(E G) = 2/3 S = {RE, RP, GE, GP, BE, BP}. Let X be the event of getting gold coint X = {RE, GE, BE}, Pr(X) = 17/45



(b)



Pr(R X) = Pr(RE)/Pr(X) = (1/9)/(17/45) = 5/17



Exercise 6.8 1.



(a)



A ={GNN, NGN, NNG}, Pr(A) = 1/8 + 1/8 + 1/8 = 3/8



(b)



Jar containg: 5 Blue balls, 4 Red balls and 6 Green balls. Pr (Red ball) = 4/15



(c)



M: Male, F: Female, H: high, L: Low. M



F



Sum



H



6



12



18



L



6



12



18



Sum



12



24



36



Pr(M or H) = Pr(M) + Pr(H) Pr (M H) = 12/36 + 18/36 2.



6/36 = 2/3



(a)



S = {11, 12, 13, 14, 15, 16, 21, 22, 23, 24, 25, 26, ⁄, 61, 62, 63, 64, 65, 66} where 15 means 1 from the red dice and 5 from the green dice.



(b)



P = {56, 65, 66}, Q = {51, 52, 53, 54, 55, 56}, R = {51, 52, 53, 54, 55, 56, 15, 25, 35, 45, 65}
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(c)



3.



P Q = {56}, P R = {56,65} Pr(P Q) = Pr(P Q)/Pr(Q) Pr(P R) = Pr(P R)/Pr(R) = 2/11



Given Pr(P) = 3/4, Pr(Q) = 3/8, Pr(P Q) = 1/4. (i)



Pr(Pc) = 1/4,



(ii)



Pr(Qc) = 5/8



(iii) Pr(Pc Qc) = Pr(P Q)c, 1- Pr(P Q) Pr(P Q) = Pr(P) + Pr(Q) Pr(P Q) = 3/4 + 3/8



1/4 = 7/8



(iv) Pr(Pc Qc) = 3/4. (v)



Pr(P Qc); Write P = (P Qc) (P Q) Pr(P Qc) = Pr(P) Pr(P Q) = 3/4



(vi) Pr(Q



Pc ) = Pr(Q)



Pr(P Q) = 3/8



1/4 = 1.2 1/4 = 1/8.



TOPIC 7: PROBABILITY DISTRIBUTION OF RANDOM VARIABLE Exercise 7.1 X=x



1



2



3



4



5



6



Sum prob



p(x)



1/6



1/6



1/6



1/6



1/6



1/6



1
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Exercise 7.2 (a)



Function Solution p(x) = kx p( x)



x



1



2



3



4



5



6



p(x) = kx



k



2k



3k



4k



5k



6k



21k



6



p ( x)



kx



1



1



21k



=1 = 1/21.



k The distribution of X is x



1



2



3



4



5



6



Sum prob



p(x)



1/21



2/21



3/21



4/21



5/21



6/21



1



2



3



4



5



6



7



7 6 5 P (x )



1.



4 3 2 1 0 0



1



x



Plot of the above distribution
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(b)



Function Solution p(x) = k x(x 1) p( x)



x



1



2



3



4



5



p(x) = kx (x – 1)



0



2k



6k



12k



20k



40k



p( x)



5



5



kx ( x 1)



p( x)



1



1



1



40k k



=1 = 1/40



The distribution of function p(x) = k x(x 1) x



1



p(x)



0



2



3



4



5



2



6



12



20



40



40



40



40



2



3



4



5



1



25



P (x )



20 15 10 5 0 0



1



6



x



Plot of the above distribution. 2.



The mean = E(X) = 1(0.1) + 2(0.2) + 3(0.4) + 4(0.3) = 2.9, E(X2) = 1(0.1) + 4(0.2) + 9(0.4) + 16(0.3) = 9.3 Variance = 9.3 (2.9)2 = 0.89; Standard deviation = 0.94.
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TOPIC 8: SPECIAL PROBABILITY DISTRIBUTION Exercise 8.1 1.



2.



(a)



Toss a fair MalaysiaÊs coin 4 times. Trial outcomes {G, N}



(b)



Throw ordinary dice 2 times to obtain numbers less than 4. Let event E = obtain numbers less than 4 = {1, 2, 3}, its complement is Ec = {4, 5, 6}. Trial outcome = {E, Ec}.



(a)



Sample outcome (i) GNNG, (ii) GGNG; Pr(G) = Pr(success) = p; Pr(N) = q = 1-p;



(b)



(i)



Pr(GNNG) = pqqp = p2q2,



(ii)



Pr(GGNG) = ppqp = p3q



Sample outcome (i) EEc, (ii) EcE; Pr(E) = p; Pr(Ec) = 1-p = q. (i)



Pr(EEc) = pq;



(ii)



Pr(EcE) = qp



Exercise 8.2 1.



2.



3.



(a)



Y b(5;0.1); p(3) = 0.0081



(b)



Y b(8;0.4); p(5) = 0.12386



(c)



Y b(7;0.7); p(4) = 0.22689



Use binomial table page 5. (a)



p(3) = P(3)



P(2) = 0.9995



0.9914 = 0.0081



(b)



p(5) = P(5)



P(4) = 0.9502



0.8263 = 0.1239



(c)



p(success) = 0.7 > 0.5, use complement; Y b(7;0.7), r = 4 successes; let X b(7;0.3), and r = 7 - 4 = 3 failures & p(Y = 4) = p(X = 3) = P(3) P(2) = 0.2269



Y b(10;0.4), r = 5 successes; p(5) = P(5)-P(4) = 0.2007
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Y b(4;0.4), (a)



0.4752



(b)



0.3456



(c)



0.1792



(d)



0.8208



Y b(4;0.65), (a)



0.1265



(b)



0.3105



(c)



0.437



6.



Y b(8;0.2), p(4) = 0.0459



7.



Y b(8;0.4), (a)



0.1737



(b)



0.6846



(c)



0.01679



Exercise 8.3
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Exercise 8.4 1.



X N(4,16), Pr(2505) =



x



= 490,



x



= 20/4



=5 (c)



Pr( X >505) = 0.00135



(d) 0.22528 2.



(a)



n = 64; by Central Limit Theorem, the sampling distribution of X is normal with x = 1800, x = 80/8 = 10



(b)



n = 100; by Central Limit Theorem, the sampling distribution of X is normal with x = 1800, x = 80/10 = 8



3.



n = 64; by Central Limit Theorem, the sampling distribution of X is normal with x = 631, x = 80/8 = 10. Pr(600< X P = 0.0497. Pr(P P =0.0157. = 0.05,



/2 = 0.025; z



/2



=1.96; The 95% CI for



is 0.419 < < 0.481
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2.



Sample: n = 100; p = ˆ = 0.55. The sampling distribution of the Sample proportion P follows normal, i.e. P N( ˆ , P2 ); where P2 = (0.55)(0.45)/100 => P =0.04975. = 0.1,



3.



/2 = 0.05; z



/2



=1.645; The 90% CI for



is 4.68 < < 0.632



Sample: n = 1500; p = ˆ = 0.25. The sampling distribution of the Sample proportion P follows normal, i.e.P N( ˆ , P2 ); where P2 = (0.25)(0.75)/1500 => P =0.0112. = 0.01,



/2 = 0.005; z



/2



=2.58; The 99% CI for



is 0.221 < < 0.279



TOPIC 10: HYPOTHESIS TESTING FOR POPULATION PARAMETERS Exercise 10.1 2



1.



X



N( ,



(a)



One tail-left. [Figure1(a)]



(b)



One tail-test right. 2.33 [Figure1(b)]



(c)



Two tail-test, = 0.1 => /2 = 0.05 ; z / 2 = 1.645. [Figure1(c)]



n



) = 0.05; z =-1.645.



= 0.01; z =
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2.



3.



4.



X



t ( n 1)



(a)



= 0.05; = n-1 = 20-1=19; left tail; [Figure2(a)] t ( ) =-1.73



(b)



= 0.01; = n-1 = 17-1=16; Right tail; t ( ) =2.58 [Figure2(b)]



(c)



= 0.05; => /2 = 0.025 = 10 - 1 = 9; two tails; t ( ) = 1.83 [Figure2(c)]
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=n-1



(a)



3000 should be replaced by 4000.



(b)



H0 should posses equality sign; H1 should not posses equality sign;



(c)



H1:



ª 40



(a)



H0:



=24yrs; H1:



(b)



H0:



RM2300;H1: < RM2300



(c)



H0:



RM750;H1: < RM750



(d)



H0:



(a)



Population normal,



24yrs



ª 40;H1: > 40 2



5.



known; n = 25 => X



= 0.1; 2 tail-test => /2 = 0.05; z



zs



/2



=



N(



1.645. x



0,



25



)



4030,



= 100.



(4030 - 4000)/(100/5) = 1.5 < 1.645 => Accept H0 at 5% level.



Copyright © Open University Malaysia (OUM)



ANSWERS



218



(b)



Population normal,



unknown; n = 40 (large) => X



= 0.05; 1 left tail-test =>; z = -1.645. x



zs (c)



N(



380, s = 100



unknown; n = 10 (small) => X



t ( n 1)



= 0.01; 1 right tail-test =>; = n-1 = 9; t ( ) = 2.8214. x



6.



H0:



s/ 10 = 4/ 10 . t s (9) Reject H0 at 1% level.



ª RM14000;H1: > RM14000



= 0.05; 1 right tail-test =>; z = 1.645. x



7.



380, s = 4.



(44-40)/(4/ 10 ) = 3.16 > 2.8214



Population not known & unknown; n = 60 (large) => X



zs



s2 ) 40



(380-400)/(100/ 40 ) = -1.625 > -1.645 => Accept H0 at 5% level.



Population normal,



sx



0,



N(



0,



4002 ) 60



14100, s = 400



(14100-14000)/(400/ 60 ) = 1.936 > 1.645 => Reject H0 at 5% level.



H0:



60000;H1: < 60000



Population not known & unknown; n = 50 (large) => X



N (60000,



1500 2 ) 50



= 0.01; 1 left tail-test =>; z = -2.33. x



zs



59500, s = 1500



(59500-60000)/(1500/ 50 ) = -2.36 < -2.33; => Reject H0 at 1% level.
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Exercise 10.2 1.



Sample: n = 50; p = ˆ = 0.45.



(a)



0



= 0.51. P N(



0



,



2 P



);



= 0.05; 2 tail-test =>



zs



2 P



= (0.51)(0.49)/50 =>



/2 = 0.025; z



/2



=



P



=0.0707.



1.96.



(0.45 - 0.51)/(0.0707) = -0.85 > -1.96 => Accept H0 at 5% level.



Sample: n = 50; p = ˆ = 0.45.



(b)



0



= 0.60. P N(



0



,



2 P



);



2 P



= (0.60)(0.40)/50 =>



P



=0.0693.



= 0.01; 1 left tail-test =>; z = -2.33.



zs



(0.45 - 0.60)/(0.0693) = -2.165 > -2.33 => Accept H0 at 1% level.



Sample: n = 50; p = ˆ = 0.45.



(c)



0



= 0.40. P N(



0



,



2 P



);



2 P



= (0.40)(0.60)/50 =>



P



=0.0693.



= 0.1; 1 right tail-test =>; z = 1.28.



zs 2.



(0.45 -0.40)/(0.0693) = 0.72 < 1.28 => Accept H0 at 10% level.



Sample: n = 835; p = ˆ = 401/835 = 0.48.



H1: P



>0.45; H0:



= 0.0172. Take



ª0.45; = 0.05; z = 1.645.



Reject H0 at 5% level. Sample does not support the claim.
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3.



Sample: n = 100; p = ˆ = 23/100 = 0.23.



H1: P



0.37; H0:



= 0.0483. Take



= 0.37; = 0.01; z



/2



=



2.58.



Reject H0 at 1% level. It is enough evidence that the % has changed. 4.



Sample: n = 80; p = ˆ = 9/80 = 0.1125.



H1: P



0.15; H0:



= 0.0399. Take
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