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To the memory of B. F. Skinner and J. R. Kantor They forged the way toward a naturalistic approach to human language and cognition



A PERSONAL PROLOGUE Steven C. Hayes University of Nevada, Reno



I have been asked by my coauthors to write a personal prologue to this volume. I am a bit embarrassed to do so, because it seems entirely too self-conscious, but I have agreed because it gives me a chance both to acknowledge a number of debts and to help reduce the harmful and false perception that RFT is a foreign intrusion into behavioral psychology. I would like first to acknowledge the debt RFT owes to Willard Day. I heard Willard speak in 1972 or 1973 as a beginning graduate student. His call to understand language as it is actually used became a lifelong commitment. In some ways this commitment was not just to the field but was a personal one to Willard himself, who was one of the most charismatic, intelligent, and complex human beings I ever met. Later, when Willard happily convinced me to join him at the University of Nevada, we were able to spend a few years together before a heart attack suddenly took away this great man. Ironically, Willard himself was extremely uncomfortable with RFT, but he was trying to understand it to the end because he appreciated its purpose. For me, RFT was a way to rise up to Willard’s challenge, and if any good comes from it, Willard is partly responsible. He gave me the mission. I have been asked where RFT came from. The answer may be disappointingly simple to some: it is a direct application of behavior analysis, as I understood it. I had been encouraged by philosophically oriented people like Jon Krapfl and Hayne Reese (and Willard Day, Scott Wood, my student colleague Bill Myerson, and many others) to think of behavior in the most open and functional way possible. I did not know the word “contextualistic” then, but the wonderful explosion of contextualistic behavior analysis at West Virginia University in the early 1970’s made a mark on me that would last a lifetime. They gave me a form of behavior analysis that could breathe free and that had no limits to its
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aspirations. Given that training, it was absolutely normal to think in radically functional terms, even when behavioral events and their contexts seemed to have no shared formal properties. I had also been trained by clinical behavior analysts like John Cone and Rob Hawkins, and by basic behavior analysts like Andy Lattal to insist upon an experimental analysis. They had given me a form of behavior analysis that was rigorous and data oriented. On the one hand, I was taught to love and respect the importance of philosophy of science, but on the other hand, I was taught that this was never to be accepted as a substitute for data. In that odd way, the seeds of my discontent with Skinner’s approach to verbal behavior were sown. An analysis of verbal behavior that was not a rich source of experimental data was functionally false, however elegant it might be. As an academic, I was particularly moved by the work of Charlie Catania and his colleagues Elliot Shimoff and Bud Matthews, with whom I later spent a productive sabbatical year in 1986. In the late 1970’s and early 1980’s my students and I looked to the analysis of rule-governed behavior as a way to begin to address Willard’s challenge, but it quickly became apparent that to understand rules one had to understand verbal stimuli. When my late colleague Aaron Brownstein exposed me to the concept of stimulus equivalence in 1982 or 1983, these multiple sources of control clicked together. I believe that I laid out an overarching operant account of equivalence to Aaron in a conversation just a few days later. Aaron was immediately supportive. I was by then running my laboratory with Aaron, who was perhaps the best basic behavior analyst I have ever known. We began working out the conceptual and empirical details, point by point, with students in our lab at that time (especially Rob Zettle, Irwin Rosenfarb, Jeanne Devany, David Steele, Barbara Kohlenberg, Joe Haas, Dan Gunnarson, Elga Wulfert, Terry Olson, Jill Shelby, David Greenway, and several others). Aaron always pushed the work away from issues of form and toward issues of behavioral principles. He was never interested in equivalence for equivalence’s sake. He was interested in what was functionally new and principle-based, and that could be used to understand complex human behavior. The first detailed presentation of the RFT idea was in an invited address jointly authored by Aaron and I at the Association for Behavior Analysis meeting in Columbus, Ohio in 1985 entitled Verbal behavior, equivalence classes, and rules: New definitions, data, and directions. In that paper, we laid out the core of RFT and defined verbal behavior as “speaking with meaning and listening with understanding” very much as is done in the present volume. Aaron’s boldness was reassuring. If such a careful and conservative behavioral scientist could see the sense of it, I knew we must be on the right track. Aaron was a rigorous and creative experimental scientist who saw how to break down an idea into a series of studies. In 1985, Aaron and I listed about 20 studies that needed to be done on RFT. Virtually every study on that list has now been done – usually not by me since I have been distracted by many other administrative, organizational, and research projects – and all were successful in RFT terms. Had Aaron not died suddenly, I’m sure he would have been an author on many RFT studies. Taking RFT from a simple idea to a theory required a mind more careful and analytical than my own. Although I had known my wife Linda for many years, I became involved with her at a 1986 conference in Germany that she had organized and where an elaborated form of RFT and some of the early data was presented and discussed for the first time. When we married a short time later, she helped me with the analysis greatly, smoothing out the rough edges, making it even more contextualistic, giving it its slightly Kantorian feel, and forcing
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attention to the issues that needed to be addressed. We ran our lab together for a time, and our students from the late 1980’s and early 1990’s (especially Gina Lipkens, Chris Leonhard, Kelly Wilson, Sue McCurry, and others) bumped the analysis forward. Taking RFT from a theory to an actual living research program required a person with greater creativity, organization, focus, and persistence than I possess. Thankfully, that problem was solved by the miracle of Dermot Barnes-Holmes and his students. Inventive, intense, and fantastically productive, Dermot took this theory and a small set of studies developed by an academic clinical psychologist who did basic research on the side, and helped turn it into an empirical research program that has the potential to transform the field. Nothing in my professional life has ever been more heartening. Dermot is a brilliant light that illuminates all around him. If there is a God, I thank her for Dermot. Where did RFT come from? Putting together these sources of influence – radical functionalism, an experimental orientation, the lead provided by rule-governance and simple equivalence, and the analytic creativity of my basic behavior analytic colleagues – I continue to believe that RFT is a fairly natural extension of the field itself as I was trained to view it. At its intellectual core, RFT is as simple a behavioral theory as one can imagine: think of relating as learned behavior. Yet, in describing these sources of influence over RFT I see that it is more than that – it is a reflection of some of the most able behavior analysts the field has to offer and that I have been lucky to have as teachers and colleagues. Steven C. Hayes Reno, Nevada December 2000



PREFACE



Behavior analysis is a field that approaches complex problems by trying to generalize from simpler situations. Inductive, empirical, and fastidious, it is a field that from the beginning aspired to grapple with the most elaborate forms of human behavior, and yet it approached that complexity through the superficially preposterous strategy of focusing on the instrumental actions of rats and pigeons. Even behavior analysts sometimes misunderstood that strategy, others in psychology most certainly did. This strategy was never based on reductionism, or the belief that the behavior of nonhumans must provide a good guide to the analysis of complex human behavior. Rather, it was a strategic course into the complex – one that behavior analysts hoped and prayed, but did not know, would eventually be useful by providing tools for the analysis of complex situations. It was certainly the long way around, but the hope was that a knowledge base would be formed that was more stable than if complexity were taken head on, with so many ways to get it wrong. Incredibly, this bold strategy, which had every chance of failure, led to a great deal of success. Indeed, functional principles of behavior are used every day to improve or even save the lives of human beings all over the globe, from autistic children to the addicted, to the chronically mentally ill. Nevertheless, that most elusive of targets, human language and cognition, did not yield. Thinking, problem-solving, and reasoning: all did not yield. As we will show in Chapter 1, as early as 1938 B. F. Skinner wrung his hands in worry. Then, a little less than fifty years ago, he seemingly found a way to reach out and grab even these topics with a direct contingency approach. Skinner’s 1957 book Verbal Behavior shouted “victory!” But something was wrong. The victory did not look like other victories in behavior analysis. The research that followed was barely a trickle. The applications were relatively few. The new methods, questions, and preparations never appeared. Criticisms were answered with rhetoric, not data. The field of psychology looked, paused, shook its head, and moved
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on to the direct analysis of the complexity of human language and cognition. In basic psychology at least, behavior analysis was elbowed to the sideline. It was a high price to pay, but the story did not end there. For the last thirty years, the empirical and conceptual analysis of language and cognition moved along within behavioral psychology. It did not (and could not, due to the radically different philosophical and conceptual tradition) ape the developments in cognitive psychology, but the area continued to develop. Slowly, new empirical areas opened up using human subjects. Human subjects were approached on their own terms – not merely as a preparation to assess the generality of principles developed with nonhumans. The list of topics began to grow: rule-governance, stimulus equivalence, mutual exclusion, derived stimulus relations, and yes, relational frames. Quietly, almost entirely unnoticed by the rest of psychology, a new behavioral psychology of language and cognition began to take shape. This should not be a surprise. After all, an analysis of complex human behavior was one of the goals from the very beginning. It seems time now to note what has been happening. This book is meant to declare, to behavioral and non-behavioral psychologists alike, that this inductive, slow, fastidious tradition now has the empirical and conceptual tools to conduct an experimental analysis of virtually every substantive topic in human language and cognition. Empirical behavioral research on language and cognition, while not a torrent, is hardly a trickle. The applications have begun to arrive. The new methods, questions, and preparations have appeared. Criticisms can now be addressed with data, not merely with rhetoric. A new day has dawned. This volume is behavior analytic, but it is also post-Skinnerian because if the present account is correct, many of the most prominent Skinnerian ideas about human complexity must be put aside or modified virtually beyond recognition. Using the term “post-Skinnerian” does not mean that someone else will assume Skinner’s role in behavioral psychology. The era of great leaders is forever over in behavioral science, and if a single person is to be linked to behavior analysis, it will surely be Skinner. Rather, the term “post-Skinnerian” suggests that it is now time for behavior analysis to abandon many of the specific theoretical formulations of its historical leader in the domain of complex human behavior, on the grounds of the empirical and conceptual developments in that very field. Other areas established by intellectual giants have faced similar choices. Some have chosen to cling to the leader’s canonical texts, or to those texts as modified by close disciples. In so doing, these fields became living shrines to the dead and their close followers – interesting but somehow pathetic and ultimately doomed to a path of irrelevance. Some leapt into new things in such a way that the original position virtually disappeared (e.g., the functional psychology of the followers of William James). In this book we try to convince our behavioral colleagues and interested others that viewing derived stimulus relations as the central core of human language and cognition is a middle path that takes advantage of the best aspects of the behavioral tradition, and yet carries behavioral psychology toward the kinds of phenomena that need a more functional account. Behavioral psychologists can turn away the challenge we are attempting to present, simply by denying the relevance of the data and of the analyses in this book. The behavior analysis of language and cognition will not get stronger simply by doing so, however. Fifty years in one direction seems to us to be enough. The field needs a new approach. For our part, we think this field will face its own data and will make a choice consistent with its own values. We believe that the data will win out, and that enough new data have



PREFACE



xiii



emerged to demand the careful attention of basic researchers. We have faith that if there is good in this book, our colleagues will know it. The challenge this book presents to those outside of behavioral psychology is more complex. The need for a pragmatically useful analysis of language and cognition is enormous. Those who looked into behavioral thinking years ago and turned away unsatisfied may find it useful to look again. We have no illusions that a large number of nonbehavioral psychologists will take this approach seriously, at least not at present, but for those special few who will consider our arguments seriously, we ask for a chance to show that these procedures and concepts are powerful tools for the analysis of language and cognition. We ask also for a chance to show that the kinds of phenomena we are attempting to address are not watered down or prematurely forced into a behavioral mold. The phenomena encompassed by Relational Frame Theory are at the heart of any meaningful psychology of language and cognition. Finally, we ask for tolerance of a behavioral language system. It is virtually an x-rated language for many, and that can be a powerful barrier to being heard. Nevertheless, the precision, scope, and coherence of this language can be a critical ally as we walk into the lion’s den of language and cognition itself. If the preconceptions can be put aside, we hope that these qualities will show through. We would like to thank the support of our Universities, colleagues, students, and families, who have supported this work in a thousand ways. Several of our colleagues have made explicit comments on earlier drafts of the book. In that regard, we would particularly like to thank our colleagues Hayne Reese, Ed Morris, Julian Leslie, and Paul Smeets for theirhelpful input. Several students helped proof the drafts of the book, including Ian Stewart, Tuna Townsend, Mark Flores, James Porter, Nick Berens, Aki Masuda, and Tim Weil. In our hands, behavior analysis is not synonymous with Skinnerian thinking, but it is still behavior analysis. Learning to think in relational frame terms means learning to think behaviorally in a molar and contextual way. To those willing to take the journey we promise to try to make it worth the trip. Steven C. Hayes Dermot Barnes-Holmes Bryan Roche Reno, Nevada December 2000
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1 LANGUAGE AND COGNITION: CONSTRUCTING AN ALTERNATIVE APPROACH WITHIN THE BEHAVIORAL TRADITION Steven C. Hayes John T. Blackledge University of Nevada, Reno Dermot Barnes-Holmes National University of Ireland, Maynooth



The most pivotal topic in human psychology is language and cognition. Humans swim in a sea of talking, listening, planning, and reasoning. From toddling to early adulthood, children are incubated in educational settings in which the tools of language and cognition are honed and the content material that makes use of these behavioral tools is taught and tested. The proximal products of science, law, religion, and literature, among many other social institutions, are verbal. Moreover, in the modern “information age,” economies stand or fall on their abilities to develop and disseminate verbal knowledge. Yet the history of psychology shows that understanding language and cognition is fraught with difficulty. The importance of these topics comes from their obvious pervasiveness in human events. The barriers to their scientific understanding, however, emanate from that same source. A human being considering the topic of verbal events considers these events verbally. The audience attempting to understand what was said does so verbally. The lay culture that developed and envelops these speakers and listeners provided them with the tools to speak with meaning and to listen with understanding long before they had any notion of “science,” or “theory,” or “data.” The very sense, for example, that one “knows what is being talked about,” when speaking of a “word,” or an “idea,” or a “thought,” can be an enemy to the fundamental understanding of any of these topics in a scientific sense.



Relational Frame Theory: A Post-Skinnerian Account of Human Language and Cognition Edited by Hayes et al., Kluwer Academic/Plenum Publishers, New York, 2001.
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The early acquisition of a common sense understanding can bedevil the clarity of scientists’ thinking in any area, but the reflexive quality of this problem in the area of verbal behavior makes it especially difficult to approach the topic in a fashion that is not bound by common sense. A clear sign that a scientist has succumbed to the difficulty is letting common sense examples stand for data and letting loose metaphors stand for theories. It is surprisingly easy to catch psychological scientists in this error. Innocently ask a psychological researcher interested in language or cognition “what is a word?” and by far the most common answer will be to give short lists of them or to use synonyms such as “symbol” or “referent.” Ask “what is a thought?” and you are likely to hear another list, more synonyms, or to hear reports of what the psychologist was thinking at the moment. These answers are not scientifically adequate, of course. Instead, we are merely seeing a reflection of distinctions made by the verbal community at large. Sensing the danger, a psychological scientist may be tempted to develop a more technical account by taking technical knowledge gained elsewhere - knowledge about the brain, or stimulus control, or motivation, or any of hundreds of technical scientific areas – and applying terms from these domains to the domain of verbal events. The difficulty in this case is that the verbal domain may have already been mapped by common sense and the technical patina may be but an afterthought. It is important not to mistake the mere presence of technical language for a technical understanding. True scientific accounts grow from the bottom up, each analytic step grounded in the assumptions, concepts, and data of the scientific approach being used. They maintain contact with the phenomenon of interest, and allow it to be seen in new and useful ways. This is quite distinct from the process of applying a technical gloss to categories that are not truly integrated into a given scientific perspective. For example, a given scientist may explain how words work by an appeal to the brain, or to stimulus control, or to motivation, but one should be suspicious of this if that same scientist never uses this same technical analysis to explain “what is a word?” or even more fundamentally “is there such a thing as a word?” It is impossible to avoid this problem entirely, but most approaches to language and cognition seem hardly to try. In the most typical common sense view of language and cognition, words refer to ideas. Ideas are the products of mental life. In this view, discrete mental events existed before language was even acquired, but language allowed words to be mapped onto these events and for them to be communicated from one mind or brain to another – one only has to learn to encode and decode the symbols properly. We develop and store these ideas in the mind or brain, and try to retrieve them and process them when we need them later on. Many, perhaps even most, approaches to language and cognition from the British associationists forward have shared these basic common sense assumptions. The task of scientific analysis, when it is based on this view, is to answer such questions as how ideas are encoded and decoded, how the brain stores and retrieves ideas, or how stored and current information is processed and turned into action. One should not be too critical of this mainstream approach on philosophical grounds, especially when looking at it from another set of assumptions. Assumptions are pre-analytic (they allow analysis, they are not the results of analysis) and thus they are nothing to thump one's chest over (Barnes-Holmes, 2000; Barnes and Roche, 1997b; Hayes, Hayes, and Reese, 1988; Hayes, 1993). The mainstream view is mechanistic (it reduces complex human interactions to discrete parts, relations, and forces) and mentalistic (private events are treated
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as if they are private agents, with causal status over the observed world) but it seems relatively coherent when considered on its own terms and surely it has value. Nevertheless, there seem to be good reasons for behavioral psychologists to try to develop alternatives based on different assumptions. The more contextualistic assumptions and approaches of the bulk of modern behavioral psychology have yielded new knowledge in so many areas that it seems worth trying to extend its reaches to language and cognition. Besides, the more mentalistic and mechanistic plot is farmed so frequently that one wonders if there is much chance of additional, fundamental advancement being harvested there.



1.1. THE BEHAVIORAL TRADITION



The behavioral tradition has always approached the topic of language with considerable caution. Behavioral psychologists are exquisitely sensitive to the problem of dualism in concepts drawn from the lay culture. The lure of reification and common sense solutions was obvious. Yet the behavioral tradition also recognized this topic as a key mountain to climb. The behavior analytic approach, which comprises one of the main cores of the behavioral tradition left standing, has been clear on this point. Skinner’s 1938 book, Behavior of Organisms, admits in its last few pages (e.g., see p. 442) that the direct contingency account developed there may not apply to human verbal behavior. Nineteen years later, Skinner’s book Verbal Behavior, claimed, in essence, that it did. We will analyze that claim shortly, but what is of importance here is seeing how fundamental language is to the behavior analytic tradition. In the history of psychology, the animal learning and human learning traditions largely went their separate ways. Behavior analysis is part of the animal learning tradition, but the focus on animal preparations was strategic, not final. It was taken as a means of approaching the complexity of human learning. Studying relatively simple acts in relatively simple contexts using organisms with relatively well-known histories was justified by the need to develop the analytic tools needed to address complex human behavior. Skinner (1966) was clear on this point: So far as the facts are concerned, The Behavior of Organisms is out of date. It still seems to me a viable book, however, for it presents a useful formulation of behavior supported by a selection of illustrative experiments. It may also serve as a reminder that a promising conception of human behavior has been derived from an analysis which began with simple organisms in simple situations and moved on, but only as its growing power permitted, to the complexities of the world at large (pg. xiv; preface to the Seventh Printing).



Seen in that context, Skinner’s (1938) admission that the direct contingency account developed there may not apply to human verbal behavior is powerful. In Skinner’s own words: The reader will have noticed that almost no extension to human behavior is made or suggested. This does not mean that he is expected to be interested in the behavior of the rat for its own sake. The importance of a science of behavior derives largely from the possibility of an eventual extension to human affairs.…Whether or not
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extrapolation is justified cannot at the present time be decided. It is possible that there are properties of human behavior which will require a different kind of treatment.…I may say that the only differences I expect to see revealed between the behavior of a rat and man (aside fromenormous differences of complexity) lie in the field of verbal behavior. (pp. 441-442)



Skinner was exquisitely sensitive to the point we made in starting this book: language is one of the most pivotal topics in human psychology. It would be an enormous limitation if his “bottom up” strategy would not carry all the way to verbal behavior, as he feared. Skinner’s 1957 book on verbal behavior seemingly managed to square this circle: verbal behavior too would yield to a direct contingency analysis and the major (even crucial) exception he expected to have to make in 1938 could be avoided. In the sections that follow, we will briefly examine two of the major integrative attempts to deal with language from a functional behavioral viewpoint, and a few of the offshoots from them. We will try to show why these approaches are not fully adequate, as measured against the goals of what we will call the functional contextual approach. Finally, we will describe the analytic and empirical issues that have set the stage for a more modem behavioral approach to language and cognition. 1.1.1. Functional Contextualism and Behavior Analysis



Behavior analysis has been interpreted in a variety of ways. We feel that it is useful to be specific about our approach, so that the theory we will try to develop in this book can be measured against its own goals and assumptions, and so that readers who hold different assumptions can detect the source of their difficulties with the analysis. The present account views behavior analysis as an approach based on a type of pragmatism we have called functional contextualism (Hayes, 1993; Hayes et al., 1988; Biglan and Hayes, 1996). The core analytic unit of all forms of contextualism or pragmatism is the ongoing act in context (Pepper, 1942) with its three most important corollaries: (1) focus on the whole event, (2) sensitivity to the role of context in establishing the nature and function of an event, and (3) a firm grasp on a pragmatic truth criterion. Functional contextualism is one of two main types of contextualism (Hayes, 1993; Hayes, Hayes, Reese, and Sarbin, 1993; Rosnow and Georgoudi, 1992) and is defined by its unique goals. Clarity about the goals of analysis is critical to contextualists because goals specify how a pragmatic truth criterion can be applied. The goal of analysis for functional contextualists is the prediction and influence of events as a single integrated goal. Parenthetically, “influence” is a better word than “control” (even though “prediction and control” is a more common phrase) because “control” also refers to the elimination of behavioral variability in an absolute sense. To accomplish a particular end, some forms of behavioral variability may need to be restricted, but that does not mean that action without variability in an absolute sense is better “understood.” The issue is not elimination of variability per se, but rather it is the production of specified response functions, and thus “influence” is a better term (Biglan and Hayes, 1996). The environmentalism of functional contextualism is a direct result of these goals. Verbal analyses generate rules for people, not rules for the world. If we seek prediction and influence, we must have rules that start with the environment, in the sense of the “world outside of the
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behavior.” That is where we - the rule followers - are: in the potentially manipulable world outside of the behavioral system being examined. To influence another’s action one must thus manipulate its context – it is never possible to manipulate action directly (Hayes and Brownstein, 1986). B. F. Skinner said it this way: “In practice, all these ways of changing a man’s mind reduce to manipulating his environment, verbal or otherwise” (Skinner, 1969, p. 239). Thus, only statements that could possibly lead directly to behavioral influence as an outcome point to contextual features that are a) external to the behavior of the individual being studied, and b) are manipulable, at least in principle. Analyses that point to relations between one form of psychological action and another (for example, the relation between thinking and overt behavior; or emotion and thinking) can be important but they are incomplete, as measured against the goals of functional contextualism, until the analysis is traced back to the environmental context, both historically and situationally. Knowledge of the manipulable context that gave rise to both forms of action and (importantly) their relation must be specified before prediction and influence can be a direct result of an analysis of the relation between one psychological action and another. This is one reason that behavior analysis is often called the experimental analysis of behavior because without manipulation of independent variables, it is difficult to know if its analytic goals have been accomplished. These independent variables will never be the psychological actions that are being analyzed. 1.1.2. The Interbehavioral Approach Kantor’s Interbehavioral psychology (e.g., 1936; 1958) is a thoroughly naturalistic approach to psychology. It was one of the key origins of modern behaviorism (Delprato, 1995), despite the fact that not many behaviorists actively accept it. Kantor argued that all behavior occurred in the context of a highly complex field wherein all members of that field influenced each other in a mutual or interdependent manner. Such relations are probably best communicated visually: rather than stimulus response or response stimulus, Kantor felt that response stimulus best captured the way in which stimuli and behavior interacted. In Kantor’s view the behavioral or psychological field can be defined as: the entire system of things and conditions operating in any event taken in its available totality. It is only the entire system of factors which will provide proper descriptive and explanatory materials for the handling of events. It is not the reacting organism alone which makes up the event but also the stimulating things and conditions, as well as the setting factors (1958, p. 371).



According to Kantor, all these conditions and factors participate equally in an event. Linear cause-effect relationships, where a limited set of variables (or at the extreme, a single variable) unidirectionally exerts an effect, were rejected as far too simplistic by Kantor. Rather, variables mutually influenced each other in an interactive field. Kantor (1958) consistently distinguished stimulus functions and stimulus objects. Stimulus functions occurred only in the context of response functions. A light, for example, was not a stimulus in a psychological sense – it was merely an object. Seeing a light involved both the stimulus functions of a light and the response functions of seeing, not in a linear causal
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way, but in a mutually inseparable, and interactive way. Stimulus functions could be substitutive, no longer requiring the presence of a stimulus object. For example, a person might be instructed to imagine a light, in which case the stimulus functions of a light may be present indirectly. The processes that Kantor relied upon to account for the transfer of stimulus functions from one event to another, always involved similarity or contiguity. In a manner somewhat similar to Guthrie, Kantor did not emphasize sequences of events. For example, contiguity was a double-headed arrow - if a stimulus function occurred in association with another stimulus function, the functions of one might transfer to the other. Kantor was one of the first behaviorists to develop a comprehensive account of language in his book An Objective Psychology of Grammar (1936). What is unique about Kantor’s treatment is his great sensitivity to specific features of what he called “linguistic adjustments.” The key feature of linguistic adjustments was that the stimulus functions of both a listener and an event simultaneously participated in a response function. He distinguished a variety of these adjustments, based on the precise combination of features. A detailed account of Kantor’s treatment of language does not seem necessary, because few psychologists carried it forward and even within the behavioral tradition it is rare to find references to it. It is worth considering, however, why it had a limited impact on a behavioral psychology of language. The single biggest problem is that Kantor’s system did not lead to a robust empirical tradition of language research. Kantor was a philosophical psychologist, not an empirical scientist. His work in general was difficult to translate into specific experimental preparations. Part of this empirical difficulty comes from his form of descriptive contextualism (Hayes, 1993). Descriptive contextualists have as their goal an appreciation of the participants in the whole event. Modern examples include narrative psychology, dramaturgy, hermeneutics, and constructivism (see the books by Hayes et al., 1993 or Rosnow and Georgoudi, 1992, for chapters by several modern descriptive contextualists). Because of their goals, descriptive contextualists tend to produce analyses that are more suited to historical interpretation than to experimental analysis and Kantor’s system is no exception. To do an experiment one has to begin to emphasize one aspect of the field over others (as when one makes a distinction between independent and dependent variables, for example), but in Kantor’s system all participants in a field are equal. Thus, specific experiments never quite seem to hit the mark descriptive contextualists are shooting for: they always seem too limited, superficial, or even dangerously imbalanced. The other empirical difficulty comes from the limited set of behavioral principles involved. Kantor’s reliance on formal similarity and a loose form of associationism simply did not yield coherent experimental procedures and the processes Kantor supposed would account for the substitutive functions of language did not translate readily to the laboratory. Kantor’s relative disinterest in temporal sequences was empirically troublesome since in terms of behavioral outcomes it matters a great deal about whether one stimulus function precedes another or not (e.g., in classical conditioning, or in reinforcement contingencies). Although the behavioral tradition has not picked up Kantor’s specific approach, many features of his analysis remain. What was left behind was a clear sense of the importance of verbal interactions to the behavioral tradition, the importance of the substitutive aspects of language, the functional importance of the listener, and sensitivity to important features of a contextual approach (e.g., the focus on the whole organism interacting in and with an
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environmental context). All of these aspects were reflected later in Skinner’s work, which is not surprising. Kantor brought Skinner to Indiana University before he took a position at Harvard, and they taught classes together there, so their work overlapped early in Skinner’s career. Direct and indirect reflections of Kantor’s ideas can be found in the work of virtually all subsequent behaviorists grappling with the topic. 1.1.3. Skinner’s Approach With the publication of Verbal Behavior in 1957, B. F. Skinner offered a comprehensive behavioral account of language. His account was openly theoretical, with virtually no directly supportive empirical data, and Skinner introduced the book by saying that it was simply “an orderly arrangement of well-known facts, in accordance with a formulation of behavior derived from an experimental analysis of another sort” (Skinner, 1957, p. 11). The wellknown facts, of course, were the principles of operant and respondent conditioning, and Skinner relied almost exclusively on the operant in explaining the functions of verbal behavior. Skinner (1957) defined verbal behavior as any behavior on the part of a speaker reinforced through the mediation of a listener who is trained by a verbal community so as to mediate such reinforcement. For example, if a person asks for a glass of water, and this behavior has historically been reinforced by listeners providing a proper consequence (e.g., water) for it, and if a listener’s behavior itself has been reinforced precisely so as to deliver such consequences, then the behavior of the speaker in asking for water is “verbal.” Skinner (1957) described several specific classes of verbal behavior: mands, echoics, textuals, transcription, dictation, intraverbals, tacts, extended tacts, autoclitics, some of which will be employed in the current book (see Barnes-Holmes, Barnes-Holmes, and Cullinan, 2000, for a systematic RFT analysis of these classes). In behavior analytic fashion, each of these classes was purportedly distinguished along functional lines. In other words, a given verbal behavior warranted inclusion in a given class only if it served a similar function of other members of that class, and not if it merely topographically resembled other class members. For example, the statement “I’ve never been this thirsty before,” made in the presence of a listener, might topographically resemble a tact (defined as “a verbal operant in which a response of given form is evoked … by a particular object or event or property of an object or event” Skinner, 1957, p. 81-82). However, functionally the statement might be a mand (defined as “a verbal operant in which the response is reinforced by a characteristic consequence and is therefore under the functional control of relevant conditions of deprivation or aversive stimulation” Skinner, 1957, p. 35-36), resulting in the listener bringing a glass of water to the speaker. We will deal shortly with problems in this approach but it seems worth noting that, like Kantor’s, Skinner’s book was difficult to turn into an empirical research program. There were exceptions. The distinction between the tact and the mand, for example, has received particular attention, either by examining verbal products in these terms (e.g., Salzinger, 1958) or by examining the contingencies giving rise to these repertoires and their functional independence (Lamarre and Holland, 1984; Sigafoos, Doss, and Reichle, 1989). Other researchers studied phenomena linked to Skinner’s account, but in ways that would probably not require Skinner’s analysis to be coherent, such as studies of speaking and listening (Lee, 1981), spelling and reading (Lee and Pegler, 1982), or echoing (Boe and Winokur, 1978). In
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any case, most behavioral researchers seem to agree that a relative dearth of empirical work was generated by Skinner’s approach. Various explanations have been provided for this lack of research (e.g., Vargas, 1991). For example, Michael (1984) noted that behavior analysts had a strong tradition of using only those principles derived from data in their research, and thus that the proper audience is not so much experimental behavior analysts: “the book is really most appropriate for language scholars who are also strongly predisposed to welcome a behavioral approach to their subject matter” (Michael, 1984, p. 369). That is undoubtedly a small group. The problem here is not just the lack of research – indeed there has been some research coming out of the book – but rather the lack of a vibrant research program. It is worth examining a few attempts by behavior analysts to produce such a program to show the difficulties involved. We will examine two: Day’s Reno Methodology, and Salzinger’s approach. 1.1.3.1. Willard Day’s Approach



Willard Day was the founder of the journal Behaviorism. Day took a radically pragmatic or contextual approach to Skinner’s writings (for a book-length compilation of his key articles, see Leigland, 1992), and as editor of a key journal he influenced an entire generation of behavior analysts in a more contextualistic direction. Like Kantor, Day was a descriptive contextualist (Hayes, 1993), more interested in a personal appreciation of the participants in the whole event than in the prediction and influence of behavior. His “Reno Methodology” attempted to translate Skinner’s system into a vehicle for such an understanding, without losing touch with the radical functionalism built into Skinner’s system. Day saw a close relationship between radical behaviorism on the one hand and hermeneutics and social constructionism on the other, and he blended the two in a way that was sensitive to how personal histories unavoidably and differentially shape the way verbal events are understood. The Reno Methodology consisted of intensive behavioral analyses of speech episodes. The raw material generally came from episodes extracted from psychotherapy transcripts or from interviews (e.g., about a student’s experience of college), but any such material would do as well. The behavior analyst first read the material making notes in the margin about possible sources of antecedent or consequential control that might be influencing the speakers. There was some attempt to express these reactions using operant and respondent principles, often using the categories from the book Verbal Behavior. The transcripts were then read again with the focus being on possible historical, antecedent, or consequential control over the notes that were previously written. Finally, these two forms of notes were systematized into categorical schemes with which to characterize the verbal episode, and the transcripts and notes were re-examined using the refined categories. This kind of qualitative analysis is exhaustive and difficult, focusing even on controlling variables for verb tenses, singular and plural pronouns, and the like. Most of these efforts were dissertations or theses and they tended to be massive. Several hundred pages might be needed to describe even a few hours of transcripts. The problem with such descriptive contextual analyses, however, is that it is difficult to share the results with others (Hayes, 1993). How does one know that a given transcript has been understood behaviorally, or that the historical and current contextual factors influencing both the speakers and the analyst are adequately
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addressed? One individual may feel certain that the major events participating in the whole are appreciated, while another analyst may disagree. There is no way to know which is correct in an empirical sense. As an indication of that problem, none of the many projects conducted using the Reno Methodology by Day and his students were ever published, to our knowledge. A few researchers (e.g., Leigland, Dougher, Hayes) outside of his laboratory have used variants of the method, but this attempt to develop a research program based on Skinner’s approach that would produce an understanding of human language as it is naturally displayed never achieved success. 1.1.3.2. Kurt Salzinger’s Approach



Kurt Salzinger also generated a program of research that took Skinner’s work in some new directions. In the late 1950’s and 1960’s, Salzinger conducted a series of experimental analyses on verbal behavior. Salzinger was determined to apply a functional approach to verbal response categories, but in order to do so, he had to focus on specific grammatical forms (Salzinger and Pisoni, 1958). The impact of contingencies on a variety of verbal response forms was examined including negative and positive affect statements (Portnoy and Salzinger, 1964) pronoun usage (Salzinger, Salzinger, Portnoy, Eckman, Bacon, Deutsch, and Zubin, 1962), and nonverbal versus verbal response classes (Salzinger, Feldman, and Portnoy, 1964). Taken as a whole these investigations showed that verbal response forms could be thought of and studied as operant behavior. Unlike purely interpretive attempts (Skinner’s), the results were not only empirical (like Day’s) but were also experimental. Unfortunately, in order to make an experimental analysis possible, topographical verbal response forms were the target, which takes away much of the value of a functional approach.



1.2. WHY LANGUAGE RESEARCH DOES NOT FLOW FROM VERBAL BEHAVIOR



To date no one has devised an adequate means of measuring Skinner’s units in such a fashion that an experimental analysis is possible. In the absence of a means to do an experimental analysis, someone trying to use Skinner’s categories of verbal behavior either has to rely on response form (e.g., counting utterances that “look like tacts”) or speculation about history and function. Most of the researchers who have tried to use Skinner’s nosology have used the former strategy, but doing so misses the functionalism that is at the core of the work. Some (like Day) have used the latter approach but doing so tends to produce research strategies that are difficult to mount and are not analytically progressive. There does appear to be some empirical utility to the book – for example, the mand/tact distinction seems to be useful in applied settings (e.g., in training developmentally delayed children to name or request items, e.g., Pino, 1994). The problem is that the book did not lead to a progressive research program that raised a large set of new and important empirical questions about language. It did not lead to a rising cycle of research and analysis in the domain it addresses. If one believes that language and cognition are central issues in human psychology, this is disappointing.
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Skinner himself was not surprised at the lack of research and he offered few ideas about how to conduct research based on the book. He cast the book as an exercise in interpretation, and said that he doubted that the book could ever be turned into a robust research program (Skinner, 1985). As the new millennium begins, Skinner’s approach to verbal events is approaching 50 years old. Verbal Behavior was remarkable in that it developed a comprehensive approach to language using only operant and respondent conditioning principles in a domain that had until then almost always invoked a rash of mentalistic or reductionistic terms. The book set a standard in parsimony and explanatory power for any behavioral conceptualization of language that would follow. The book was brilliant and well-crafted - so much so that it captivated the behavior analytic tradition for decades with the force of its writing and its examples. Even today, criticizing the book will raise the hackles of many behavior analysts. In order to try new analytic tools, however, the field needs to be convinced that there is a reason for exploration. Readers not familiar with Skinner’s approach do not need to be convinced, and can safely skim the next five pages while we try to convince our behavioral colleagues that the lack of programmatic research on language that emerged from the book can be tied to the very definition used of verbal behavior in that volume. 1.2.1. The Definition of Verbal Behavior is Not Functional The first problem is conceptual. Skinner purported to give a functional definition of verbal behavior, but the definition turns not on the history of the organism of interest, but on the history of another organism. In no other area of behavioral thinking is a functional response class defined in this way. Except in the domain of verbal behavior, “functional definitions” are always definitions stated in terms of the history of the individual organism and the current contextual circumstances. The different definitional strategy Skinner used to define verbal behavior can lead to results that are behaviorally bizarre. Imagine two rats, each in its own chamber with its own feeding apparatus. In the first chamber, the apparatus is set by an experimenter to release a food pellet on a VR5 schedule. In this case, the rat’s pressing of the bar is considered verbal, because the listener or experimenter has been conditioned by a social/verbal (scientific) community to mediate reinforcement of the bar press with the delivery of a food pellet. Some readers may be surprised to hear that this simple operant is considered verbal according to Skinner’s definition. We will defend that conclusion in the next section, but for now we ask the reader to take that as a given and allow us to contrast this situation with a similar one that is clearly not verbal according to Skinner’s definition. In the second chamber, imagine that a feedbag is leaning against the manipulandum. The bag has a small hole in it and about every five bar presses a food pellet is jarred loose and is knocked it into the chamber food dish. The behavior is not superstitious: the contingency is nonarbitrary and is produced by the rat’s behavior. If we imagine a large enough feedbag, this behavior could be reinforced on a VR5 schedule indefinitely, precisely as is the behavior of the first rat. Indeed, we could switch the two rats from one chamber to another, and it would be impossible for the rat to detect any difference whatsoever in the contingencies. If the behavior of both rats is identical and the contingencies contacted are identical, the functional category should be identical, yet in one case the behavior is verbal according to Skinner’s



CONSTRUCTING AN ALTERNATIVE APPROACH



13



definition and in another it is not. From a behavior analytic point of view, something is deeply wrong. Responding to this point, Leigland (1997) has argued that the difference is still important “because a history of trained social mediation makes a functional difference with respect to behavior” (p. 7). To support his case, Leigland cited Skinner’s (1953, 1957) theorizing that the restricted contingencies required for abstraction (a highly precise form of stimulus control) could only arise from an extensive history of social mediation. That is a point worth making, and indeed, we will make a similar one regarding our own account, but it is not a telling point as applied to the definitional problem we have described. Some forms of behavior may occur only through consequences mediated by the social community in a procedural or practical sense, but that commonplace fact does not change the nature of functional definitions. Imagine, for example, that a pigeon is exposed to a highly complex experimental procedure that has probably never existed in the natural environment (e.g., delayed matchingto-sample procedure involving a complex concurrent chain, with limited holds, cross-over delays, and an imbedded multiple schedule). The behavioral patterns revealed could only have occurred through the social mediation of a well-trained experimenter. That does not mean, however, that the behavior of the pigeon must now be defined in terms of the history of the experimenter, while in a simpler situation it can be defined in terms of the history of the pigeon. The functional issue is always a matter of the contingencies contacted by the pigeon, not their procedural source. From a functional analytic point of view what is at issue is the history and current context for the organism’s behavior. The empirical problem presented by this conceptual error, is that there appears to be a need to study the history of the listener in order to categorize the behavior of the speaker. Behavior analysts have few means of doing such a thing. 1.2.2. The Definition of Verbal Behavior is Too Broad



The definition of verbal behavior leads to empirical constipation in another way. Researchers who attempt to use the definition contact the fact that the definition of verbal behavior was much too broad. In essence, Skinner argued that verbal behavior was a discriminated operant, distinguished only by a special source of reinforcement. The many verbal examples used in the book led to the clear sense that it was about “verbal behavior” as the culture understands the term, but on closer examination the definition was far broader than that and the source of reinforcement was not so special after all. Let us return to our example of a rat pressing a bar to receive reinforcement (food pellets) in an experimental preparation, to see whether this behavior is considered to be verbal behavior by Skinner’s definition. It seems clear that the response – pushing the bar – is reinforced through the mediation of a “listener,” namely, the experimenter. Furthermore, it seems clear that the “listener” has been trained by a social/verbal community (e.g., a community of professors and scientists who have taught the experimenter about schedules of reinforcement) precisely so as to deliver reinforcement to the “speaker” (the rat). Skinner openly acknowledged that his definition of verbal behavior would apply to this situation:
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Our definition of verbal behavior, incidentally includes the behavior of experimental animals where reinforcements are supplied by an experimenter or by an apparatus designed to establish contingencies which resemble those maintained by the normal listener. The animal and experimenter comprise a small but genuine verbal community (1957, footnote 11, p. 108).



The wording of this footnote makes the scope of his admission seem narrower than it really is. Skinner refers to situations “designed to establish contingencies which resemble those maintained by the normal listener” as if that would mean some kind of analog or special study. In fact, no such design is needed, since Skinner’s definition of verbal behavior is not restricted to any specific action of the listener as long as these actions have been shaped so as to mediate reinforcement to the speaker. Those are the contingencies “maintained by the normal listener” in his account. All animal operant studies involve experimenters who have been trained (both by teachers and by the effect of their actions of the organisms they study) to apply contingencies to the animal’s behavior, virtually by definition. Thus, by Skinner’s definition it is difficult to think of a single animal operant experiment ever done that was not a study of “verbal behavior.” One wonders why the conceptual category was needed in that case. Michael (1984) noted that one failing of empirical research based on Skinner’s conceptualization of verbal behavior was that it did not produce results different from those evidenced in typical operant studies performed with non-human subjects. This is perhaps not surprising when one examines Skinner’s definition of verbal behavior more closely. Research on verbal behavior is unlikely to find results different from those evidenced in typical operant studies performed with non-human subjects if those very studies are supposedly studies of verbal behavior. The point we are making does not seem to be widely appreciated in behavior analysis in an intellectual sense, but it has often been noticed in a more experiential sense. For illustrative purposes, consider the following scenario. A behavioral researcher sees the need for analyses of verbal behavior. Skinner’s book is read with some excitement. The researcher sits down and tries to think of how to model these situations in the lab. If the person is an animal researcher, an attempt is made to find a way to model the concepts using animals. As the procedure is laid out, it becomes more and more like a typical animal operant study. A pigeon pecking a key and receiving food seems to be “manding” food, for example. The researcher feels confused and slightly frustrated, but blames himself or herself for a lack of cleverness or insight. If the researcher tries to maintain contact with the topic of interest through more formal means, the results seem a bit silly. For example, the researcher might imagine trying to study tacting by showing a green stimulus to the bird and then having it peck a key that says “GREEN” on it. The researcher immediately sees that if this is tacting, then any operant under stimulus control is a tact. Surely, the issue cannot be the use of letters on a key instead of colors or graphical forms. If it is not a tact because it is not controlled by a generalized reinforcer, the researcher then realizes that there is no extant literature on generalized reinforcers. What are they? How can one set them up? The researcher once again feels confused and slightly frustrated, but again blames himself or herself for a lack of cleverness or insight. We have ourselves seen this very process unfold in several laboratories. There must be hundreds of behavioral researchers who have grappled with the book and have failed to turn it into a research program. As we noted in the beginning of this chapter, a sure sign that a researcher is becoming lost in the area of verbal behavior is letting common sense examples



CONSTRUCTING AN ALTERNATIVE APPROACH



15



stand for data or developing technical accounts that do not cohere with the phenomenon. That is what happened in Verbal Behavior. The large number of wonderful examples made it seem that the book provided an avenue for the analysis of verbal events, but the technical account reverted back to normal operant procedures. Any attempt to apply the analytic categories in the book leads basic behavior analysts inexorably back to what they were already doing in the laboratory. The empirical problem the behavior analytic community has lived with for nearly 50 years is not due to a lack of researcher cleverness or insight. The problem is with the definition of verbal behavior itself. The definition is too broad, and missed its most important feature. There is much of value in Skinner’s account, once this key flaw is corrected (Barnes-Holmes et al., 2000). What is the most important feature of language? Well, that is the topic of this very book.



1.3. THE EMPIRICAL BASIS FOR MOVING AHEAD



The foundation for a modern behavioral approach to language can be found in two empirical areas in the experimental analysis of human behavior: rule-governance, and derived stimulus relations. In the sections that follow, we will briefly review these topics. Both, we would argue, point to the missing feature of a behavioral interpretation of verbal behavior. 1.3.1. Rule-Governed Behavior



The 50’s and early 60’s brought on an explosion of cognitive theorizing and research. Skinner recollected in his autobiography (Skinner, 1983) the intensive focus contemporary cognitive psychologists were placing on the control words exerted over behavior. This did not seem surprising, since “Behavior was not always shaped and maintained by contingencies, it could be rule-governed” (Skinner, 1983, p. 283). Skinner first alluded to what he would later call rule-governed behavior in the William James Lectures he delivered on verbal behavior in 1947, which were later published as the book Verbal Behavior (1957). In describing an example of the autoclitic frame, Skinner stated: when we bring a naive subject into the laboratory and present pairings of the sound of a bell and shock, it may take some time to learn the connection, as we say. We can shortcut most or all of this by simply telling him “whenever you hear the bell you will receive a shock.” The greater speed must be attributed to the difference between the cases, and this difference is simply the autoclitic frame: “when you hear – – –, you will receive a – – –.” This is effective because many similar patterns have been conditioned upon past occasions. The effect upon the listener…may properly be called instruction (Skinner, 1957, p. 125).



He had also alluded to rule-governed behavior in 1953 when stating that various social control agencies (e.g., the government, educators, and businesses) could exert control over individuals merely by “specifying the consequences of certain actions which in turn ‘rule’ behavior” (p. 339).
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Skinner did not specifically refer to a process known as ‘rule-governed behavior’ until 1969, when he defined rules as contingency specifying stimuli. He stated that such a contingency specifying stimulus functioned “as a discriminative stimulus [which] is effective as part of a set of contingencies of reinforcement. We tend to follow rules because previous behavior in response to similar verbal stimuli has been reinforced.” (p. 148). Skinner (1966, 1989), as he had done with verbal behavior in 1957, cast rule-governed behavior in direct contingency terms. In Skinner’s hands, rule-governed behavior was behavior like any other behavior. It occurred in response to a discriminative stimulus existing in the environment, along with the verbal organism’s history of reinforcement for responding in specific manners with respect to that discriminative stimulus. The difference was simply that this discriminative stimulus specified a contingency. As we shall see shortly, however, Skinner did not provide a clear definition of the term “specify.” Skinner’s definition of rule-governed behavior initially received widespread acceptance in the behavior analytic community, and along with initial studies on human behavior on FI schedules (e.g., Leander, Lippman, and Meyer, 1968; Lippman and Meyer, 1967; Weiner, 1964, 1965, 1969), spurred a program of research in the 1980’s. This research program focused primarily upon how the development of human language affected performance in various operant tasks. Researchers such as Lowe, Beasty, and Bentall (1983) and Bentall, Lowe, and Beasty (1985), for example, discovered that human infants initially show nonhuman like patterns of FI responding, but gradually begin to respond like humans between the ages of 2 and 7. Vaughan (1985) showed that children taught to generate self-rules about direct contingencies performed more favorably on tasks than children not taught to generate such self-rules. The conclusion of such research, by and large, was that verbal humans have a tendency to generate verbal rules regarding schedules of reinforcement, and that these rules serve a role in regulating behavior. A second line of research, where subjects were placed in situations with changes in reinforcement schedules, emerged alongside the first. These latter studies (e.g., Hayes, Brownstein, Haas, and Greenway, 1986; Matthews, Shimoff, Catania, and Sagvolden, 1977; Shimoff, Catania, and Matthews, 1981) showed that behavior controlled by rules tended to remain insensitive to changes in direct contingencies. Hayes et al. (1986) showed that rules can actually function to increase or decrease contact with natural contingencies, and subsequent research (e.g., Joyce and Chase, 1990) confirmed the notion that part of the insensitivity produced by rules can be explained by how contingencies are contacted when rules are present (for a book-length treatment of this area, see Hayes, 1989). What energized these research efforts was the “language hypothesis” – that is, the idea that the differences between instructed and uninstructed performances could be accounted for by human language. This simple, common sense idea, was revolutionary in its implications for behavior analysis because it gradually but inexorably undermined the Skinnerian view of verbal behavior itself. Recall that the behavior of the speaker is verbal, in Skinner’s approach, because a specially conditioned listener mediates reinforcement of this behavior. The behavior of the listener per se cannot be verbal by this definition, because reinforcement of the listener is itself not mediated by a specially conditioned listener. The role of the listener in any verbal episode was thus “not necessarily verbal in any special sense” (Skinner, 1957, p. 2) and “the behavior of a man as listener is not to be distinguished from other forms of his behavior” (Skinner, 1957, p. 34). Yet the “language hypothesis” was based on the implicit idea that the behavior of the listener was verbal.
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The problem for Skinner is that he had no coherent way to define what it meant to “specify” a contingency, and thus to define rule-governed behavior adequately, without going afoul of his definition of verbal behavior or to appeal to the forbidden concept of reference (Parrot, 1984; Hayes and Hayes, 1989). If a discriminative stimulus “specifies” a contingency, then rule-governed behavior is not distinct in any way from contingency-shaped behavior. However, rules do not seem to meet the definitional features of discriminative stimuli (Schlinger and Blakely, 1987). If specification is more than discriminative control, then what exactly needs to be added to the definition of “specification?” Without appealing to verbal behavior or to reference, which Skinner could not do, no answer presented itself. Most behavior analysts seemed to treat the word “specify” as if it referred to verbal specification, but Skinner did not quite take this approach and in fact did not distinguish between verbal rules and regularities observed in other complex antecedents (e.g., see Skinner, 1969, page 163). One of the last papers Skinner wrote on the topic (Skinner, 1989) was in a book edited by one of the current authors (Hayes, 1989). In an early version of his chapter, he referred to rule-governed behavior as behavior governed by verbal stimuli, but he edited this out of the final draft. The problem for Skinner in taking such a step was that verbal stimuli, in Skinner’s approach, are simply the products of verbal behavior (e.g., see Skinner, 1957, p. 34). This is a surprisingly nonfunctional definition of a type of stimulus, very much paralleling the formalistic error made in the definition of verbal behavior itself. In behavior analysis, a stimulus is categorized on the basis of the history of the organism that gave rise to its behavioral functions. If a verbal stimulus is the product of verbal behavior, however, then the word “stimulus” is being used as an object, not a function, and further it is being categorized by its source, not its history. Suppose a dog retrieves his master’s footgear on hearing “get my slippers, Fido.” It would be absurd to claim that the behavior is rule-governed merely because the statement is the product of verbal behavior and is thus a “verbal stimulus.” Without a functional definition for verbal stimuli, Skinner was left simply with the common sense idea that a contingency was specified by the rule, but with no way to define specification without running aground of the approach he had taken in Verbal Behavior. Skinner’s life passed without this conundrum being solved. The rule-governed literature thus pointed to a key missing feature of a traditional behavior analytic approach to language. What does it mean to “specify” something? The study of derived relational responding began to provide an answer. 1.3.2. Derived Relational Responding



The basic processes involved in stimulus equivalence had been recognized long before Sidman’s landmark 1971 paper. S-R psychologists (e.g., Jenkins and Palermo, 1964) had studied the phenomenon, but explained the emergence of such relations using a response mediation model, rather than one based on direct stimulus-stimulus relations. The first behavior analytic experiment on stimulus equivalence was conducted by Sidman, as an attempt to devise more effective methods for teaching reading comprehension, and was heavily influenced by theoretical work of the neurologist Norman Geschwind (1965). The experiment conducted by Sidman (1971) was as much an attempt to point out the dangers
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of non-empirically based theoretical speculation as it was an effort to see if the practical implications of such theorizing would pan out. Sidman’s 1971 study involved a learning disabled subject who had learned to match spoken words to pictures and spoken words to printed words, and then spontaneously matched printed words to pictures and spoken words to printed words, without specific experimental training. Such “untrained” relations are generally termed derived stimulus relations, as opposed to those that have been explicitly trained. Speculation by other researchers (e.g., Birch, 1962; Wepman, 1962) had previously indicated that such a result might occur, but it had never before been demonstrated in an adequately controlled experiment. Following the lead of Geschwind (1965), Sidman postulated that such results occurred because “the visual words and pictures became equivalent to each other because each, independently, had become equivalent to the same auditory words” (Sidman, 1971, p. 11). Over a series of other studies, Sidman and his colleagues refined their conceptualization of the phenomenon. Although several stimulus equivalence experiments were conducted in the 70’s, a rigorous account of the phenomenon of stimulus equivalence did not appear until the 1980’s (e.g., Sidman and Tailby, 1982; Sidman, 1986). Sidman argued that the phenomenon involved three distinct features: reflexivity, symmetry, and transitivity. In matching-tosample procedures, reflexivity is identity matching: given a stimulus (call it “A1”) the person will pick A1 from an array. Symmetry refers to the functional reversibility of conditional discriminations. If the person learns to pick B1 from an array of stimuli, given A1 as a sample, the stimulus A1 will now be picked from another array given B1 as the sample in the absence of direct reinforcement for doing so. Transitivity refers to the combination of relationships: If the person learns to pick B1 from an array given A1 as a sample, and C1 given B1, the stimulus C1 will now be picked given A1 (sometimes researchers will also use the term “equivalence relation” to refer to combinations of relations that do not combine trained relations, strictly speaking, such as selecting A1 given C1). The class of stimuli with these properties is called an equivalence class. Stimulus equivalence captured the imagination of behavioral researchers and it has been the subject of hundreds of research studies. This excitement occurred in part because the results are unexpected from a strict operant or classical conditioning viewpoint. In the normal operant context, conditional discriminations would not be expected to reverse or combine. The ready emergence of derived stimulus relations, not directly taught in the experimental situation, is a puzzle that has engaged many researchers. When a person is taught to select stimulus B given stimulus A, stimulus A is functioning as a conditional discriminative stimulus, in the presence of which stimulus B is functioning as a discriminative stimulus for a selection response. These functions should not be expected simply to reverse, and it would often be disastrous if they did. Consider a natural example in which a primate learns to hide in a thicket when it sees a lion. We could think of this as a conditional discrimination much like that above: Given lion, approach thicket (rather than the open savanna). The lion is a conditional discriminative stimulus, in the presence of which the thicket is a discriminative stimulus for approach. This contingency does not mean that the primate will now approach the lion when a thicket is seen and yet this sort of performance is precisely what is seen in equivalence – a person taught to select stimulus B in the presence of stimulus A will later select stimulus A in the presence of B.
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The most substantive reason for the excitement generated by equivalence, however, is that stimulus equivalence has obvious relevance to human language. In particular there appears to be a strong resemblance between equivalence performances and the kind of bidirectionality that seems to characterize word-referent relations, suggesting a new model for understanding semantic relations (Sidman and Tailby, 1982). In normal verbal training, for example, word-object relations are symmetrical, and transitive relations are also evident. Imagine a child of sufficient verbal abilities who, when shown the word “fox,” is taught to select a photograph of a fox from among several others. We would expect that later, when shown the photograph of the fox, the child would be likely to select the word “fox” from among an array of words without specific training to do so, demonstrating a symmetrical relation. Natural examples for transitive relations in language training can readily be given as well. Such symmetrical and transitive relations between written words, spoken words, pictures, and objects is commonplace in early language training, and several studies have used these types of naming tasks to demonstrate the formation of equivalence classes (e.g., Dixon and Spradlin, 1976; Sidman, 1971; Sidman, Kirk, and Willson-Morris, 1985; Sidman and Tailby, 1982; Spradlin and Dixon, 1976; Yamamoto, 1986). Several of the early studies (including the first study, Sidman, 1971) used language training-like procedures (e.g., Dixon and Spradlin, 1976; Spradlin and Dixon, 1976). This book is based fundamentally on the idea that derived stimulus relations, such as those shown in equivalence classes, are at the core of what has been missing from a behavioral account of language. In order for it to serve as a model, however, a number of steps seem needed. The purpose of this book is to describe these steps.



1.4. CONCLUSION



The analysis of human language remains a mountain that behavioral psychology has yet to climb. The two best known attempts to provide a comprehensive account moved the field into empirical cul-de-sacs. An alternative is needed. Properly addressed, we believe that the phenomenon of derived stimulus relations makes good order of rule-governance and contingency specification, helps define verbal behavior and verbal stimuli properly, and gives behavioral psychologists a way of addressing cognitive phenomena in a monistic fashion. It removes the barrier to an empirical behavioral approach to human language, and yet in a way that takes from the best of the behavioral tradition. Most importantly it lays out a vibrant research agenda. The test of any behavioral theory is its coherence and utility in serving as a coordinating account and in opening up new and important areas of research. This book attempts to apply such pragmatic tests to a new behavioral theory. The book is organized into two sections. In the next seven chapters we will describe our approach to human language and cognition. We will explore its key concepts, show how they fit within the behavioral tradition, and describe some of the data supportive of this approach. In the second section of the book we will examine a variety of areas in human psychology in which language and cognition seem to play a role. If our approach is useful, then we would expect to see clear implications for each of these areas, and a progressive research path for future investigations.
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Behavioral psychology (indeed, psychology as a whole) is in need of an alternative agenda for the study of language and cognition in a direct and pragmatically useful way. We believe that Relational Frame Theory provides such an agenda. Convincing the reader of this idea is the core purpose of this book.



2 DERIVED RELATIONAL RESPONDING AS LEARNED BEHAVIOR Steven C. Hayes Eric Fox Elizabeth V. Gifford Kelly G. Wilson University of Nevada, Reno Dermot Barnes-Holmes National University of Ireland, Maynooth Olive Healy National University of Ireland, Cork



Derived relational responding presents itself as a kind of kernel or seed from which a behavioral analysis of language and cognition may grow. It has obvious similarity to language phenomena, such as the bidirectionality expected between words and referents. It seems somewhat unexpected from the point of view of behavioral theory, and requires an analysis. In the previous chapter we claimed that true technical accounts grow from the bottom up, and yet they maintain contact with the phenomenon of interest. Properly managed, the behavioral tradition is ideally suited to keep these two forces in balance. Behavior analysis is a conservative field, adding new principles only with reluctance. The study of derived stimulus relations in behavior analysis is thirty years old, yet the active attempt to use it as a working model of the core of language phenomena has only more recently stepped to the fore. The study of derived stimulus relations has “grown from the bottom up.” It is one of the ironies of psychology that if there is something new in human language, the human learning tradition is unlikely to find it or to recognize it. For human researchers,
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whatever may be new would simply be assumed because it would be commonplace in human subjects. The behavior analytic tradition developed principles with nonhumans not primarily in order to understand nonhuman behavior, but in order to have tools to address the complexity of human phenomena. This is the tradition that is in an ideal situation to find something new if it exists, because the difference will be evident. We believe that the phenomenon of derived stimulus relations is, in a sense, something new. Relational Frame Theory constitutes our attempt to explain and integrate it into the study of human language.



2.1. FOUNDATIONAL CONCEPTS IN RELATIONAL FRAME THEORY



Relational Frame Theory is an explicitly psychological account of human language and cognition. That is, it approaches verbal events as activities not products. The emphasis on verbal products typically seen in fields such as linguistics does not serve a psychological account very well. Focusing on verbal products quickly leads to an analysis in terms of structural properties, in which the contextual, historical, and interactive nature of verbal events are to some extent lost or obscured. A psychological approach is better served by an analysis of verbal actions, which retains an emphasis on the developmental and interactive nature of behavioral events. Relational Frame Theory embraces the simple idea that deriving stimulus relations is learned behavior. Thinking of deriving stimulus relations as learned, operant, or instrumental behavior is difficult only because of the abstract qualities of the action at issue. At this point, therefore, it seems worth discussing the foundational concepts that are needed to deal with this kind of behavior from a behavior analytic point of view. 2.1.1. Overarching, Purely Functional Operants



Skinner used the term “operant” to describe classes that are formed by their functional effects in given contexts. Skinner was quite clear that the form or topography of a response is insufficient to determine its status in a functional analysis. Additionally, there is no restriction on the size of an operant, as long as similar discriminative and consequential control can be demonstrated over the unit constructed by the behavior analyst. Even a large unit of behavior with widely varying topographies, such as writing a novel or driving to the beach, might be usefully analyzed as an operant. Although operants are classified functionally, they are frequently described or defined topographically for practical and research purposes. The “behavioral definitions” frequently employed by behavior therapists or applied behavior analysts, in which a detailed topographical description of the response is used to guide measurement and intervention, provide examples. This can work, in part, because when contingencies are applied to formal properties, formal and functional descriptions combine to a large extent. For example, if a researcher applies contingencies to the use of plural nouns, more plural nouns may now occur. It is true that the functional class may include class members that go beyond the formal unit (for example, a focus on plural nouns may in fact produce a functional unit that includes, say, numerically ambiguous nouns), but for purposes of analysis the functional unit may become virtually synonymous with the formal unit defined by a structural part of speech.



DERIVED RELATIONAL RESPONDING AS LEARNED BEHAVIOR



23



In most experimental situations, the functional/formal distinction may be safely ignored. Consider a rat pressing a bar for food. The contingency is related to whatever behavior deflects the bar a certain number of degrees, and a wide variety of topographies, such as sniffing, rolling, jumping, sitting, sneezing, and so on, might be part of the class. By far the most common form will likely be pressing down the bar with a front paw. Eventually the researcher may treat the class of actions that deflects the bar, and pressing down the bar with the front paw as virtually the same thing. Because the vast majority of responses will fit both the functional and the formal definition, not much practical harm is likely to occur. The fact that the formal/functional distinction is not always necessary should not detract, however, from our understanding of the operant as a functionally-defined class of responses in which individual members may vary drastically in form. Clarity in this regard is particularly important when operants arise that have few defining topographical features, either in terms of the stimuli or responses involved. These are sometimes called “generalized,” “overarching,” or “higher order” operants (Barnes-Holmes and Barnes-Holmes, 2000; Branch, 1994). Some behavior analysts have made various additional distinctions (e.g., that they include suboperants, Catania, 1996), but we prefer not to take on such a conceptual burden. All operants are merely useful constructions and all of them, in principle, include sub-operants if a researcher chooses to look for them (Barnes-Holmes and Barnes-Holmes, 2000). Overarching, purely functional operants can be observed with both humans and nonhumans. With humans, the production of random numerical sequences can be shaped (Neuringer, 1986; Page and Neuringer, 1985) by giving feedback to an individual, contingent upon the randomness shown in instance after instance of numerical strings. By definition, random sequencing can have no formal similarity among class members, and yet the response class can be trained. Nonhumans can learn to produce novel response topographies when reinforcement is provided only when such topographies occur (Pryor, Haag, and O’Reilly, 1969). By definition, the functional class “novel topography” can have no formal similarity among class members, and yet it can be trained. Along similar lines, researchers have also shaped “generalized attending” (McIlvane, Dube, Kledaras, Iennaco, and Stoddard, 1990; McIlvane, Dube, and Callahan, 1995), although what is being attended to will vary. There are many more examples, but perhaps the best-known overarching operant class is generalized imitation. Generalized imitation does not refer to a class of topographically similar behaviors on the part of the imitating person; rather, it refers to a functional relation between a model and imitator, and a history of differential consequences for imitating. A virtually unlimited variety of response topographies can be substituted for the topographies used in the initial training leading to a robust imitative repertoire (e.g., Baer, Peterson, and Sherman, 1967; Gewirtz and Stengle, 1968). The history necessary to produce such a generalized response class includes the shaping of a number of specific imitative behaviors of varying topography, each of which was followed by reinforcement (Baer et al., 1967). By varying the contextual dimensions (e.g., having the model do various things), while maintaining consistent reinforcement and gradually introducing increasingly novel or difficult response forms, the functional class is acquired. With enough opportunities to imitate a variety of behaviors under various conditions, the relevant response and contextual dimensions are discriminated. At this point, the functional response itself emerges and is reinforced, not just the form of a particular instance of imitating, and as a result reinforcement for the class will maintain the performance of nonreinforced responses of the same kind (Peterson and Whitehurst, 1971). We believe a similar history – though one that involves the type of
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relational responding described below – is involved in producing the overarching operant class responsible for derived stimulus relations. There are well-informed behavior analysts who want to define behavior in topographical terms, and who view functional classes as functional collections of topographies (e.g., Michael, 1993). In such cases the researcher may be deliberately adopting a mechanistic form of behavior analysis, which is clearly possible (Hayes et al., 1988). More commonly, the researcher may have settled into this habit of thinking because there appear to be few practical reasons to distinguish formal and functional classes. Sometimes this situation can establish a devolutionary process that will lead to a kind of implicit mechanistic thinking. This is one reason we took the time to specify our own philosophical approach to behavior analysis in the previous chapter. In our view, however, there should be nothing surprising to behavior analysts about the idea of purely functional classes since the concept is built into the very definition of operant behavior. The task in the analysis of derived stimulus relations is merely to hold on to this radically functional definition of behavioral classes (Healy, Barnes-Holmes, and Smeets, 2000). 2.1.2. Relational Responding Most living organisms, given the appropriate training, are capable of responding to relations among the physical properties of two or more stimuli. For example, adult rhesus monkeys can be trained to select the taller of two stimuli (which differ only in terms of height) over a series of training trials with stimuli of varying heights. When later presented with a previously “correct” stimulus and a novel taller stimulus, the monkeys will select the novel stimulus, indicating responding based on relational rather than absolute properties of the stimuli (Harmon, Strong, and Pasnak, 1982). This type of relational responding, based on the formal characteristics of the stimuli, has traditionally been termed “transposition” (see Reese, 1968, for a review of this literature). Although the details of the methods involved differ, this phenomenon has long been demonstrated with a wide range of organisms, including humans (e.g., Reese, 1961), nonhuman mammals (e.g., Hebb, 1937), birds (e.g., Towe, 1954), and fish (e.g., Perkins, 1931). Although relatively adequate theories emerged (e.g., Reese, 1961), these findings were troublesome for traditional S-R learning theorists, as their mechanistic systems of analysis had a difficult time accounting for why an organism would select a novel stimulus over one which had previously been paired with reinforcement. Behavioral psychologists operating from a more functional, contextualistic perspective, however, should not have this difficulty. What is needed here is the willingness not to think of stimulus functions in terms of specific stimulus objects. Skinner saw this point clearly: Actually it is possible to condition an organism either to choose the larger of two objects or to choose a particular size no matter what the size of an accompanying object. Similar conditioning begins very early in the history of the individual, and the behavior which predominates when a test is made will depend upon such a history. The relational case is important in most environments. As the organism moves about in space, reinforcements are generally contingent upon relative, rather than absolute, size (1953, p. 138).
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Operant theory, with its reliance on functionally-defined response classes, has little difficulty with the transposition literature. Selecting the larger, or brighter, or rounder stimulus simply becomes a learned operant. Organisms learn to discriminate the relevant stimulus relation, as well as the formal dimension along which the relation is relevant, through multiple training trials in which the relata1 vary. If selecting only the larger of two stimulus objects is reinforced over a series of trials with varying objects, there is no reason to be surprised if an organism begins to respond to the relation between the stimuli rather than their absolute characteristics. The consequences have shaped just such a response class. 2.1.3. Arbitrary Contextual Control Over Abstracted Response Frames



“Relating” means to respond to one event in terms of another. Responding to nonarbitrary stimulus relations is not itself derived relational responding, because it is entirely bound by the formal properties of the related events. Given that most complex organisms are capable of responding to formal or nonarbitrary relations between stimuli, it seems plausible that some organisms, given the appropriate history, may have such relational responding come under the control of contextual features other than simply the form of the relata. That is, organisms could learn to respond relationally to objects where the relation is defined not by the physical properties of the objects, but by some other feature of the situation. A relational response of this kind is no longer dependent purely upon the physical properties of the relata. Rather, it is brought to bear on any stimuli encountered in the appropriate relational context: it is arbitrarily applicable. We mean arbitrarily applicable simply in the sense that in some contexts this response is under the control of cues that can be modified on the basis of social whim. In natural language situations this response class is generally not arbitrarily applied, however, since language is very much bound up with the nonarbitrary features of the environment. What is the history involved in transforming relational responding into an overarching, arbitrarily applicable operant? The exact answer to this question is an empirical matter. However, both the histories that give rise to other purely functional operants, and the obvious features of most humans’ histories, can provide us with useful clues in the search for the relevant answers. Behavior analysts often present generalized imitation as a kind of archetype for the acquisition and functioning of overarching behavioral classes (Pelaez-Nogueras, 1996; Catania, 1996). It seems that relating as an overarching class could be formed in a way somewhat similar to that of generalized imitation – through exposure to multiple exemplars across a variety of situational contexts that refine the nature of the response and sources of stimulus control over it. This process of refinement is a process often called “abstraction.” As defined by behavior analysts, abstraction typically means a “. . . discrimination based on a single stimulus property, independent of other properties; thus, generalization among all stimuli with that property” (Catania, 1998, p. 378). In the case of generalized imitation, the single stimulus 1. To avoid confusion, the Latin term relata will be used throughout the book to describe related events since the English term, relates, is obscure and has a much more dominant meaning as a verb. In some of our previous writings we have incorrectly used the term relatae, in the mistaken belief that the Latin word was feminine.
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property that comes to control the response is a correspondence between the actions of the learner and the actions of a model. This “… correspondence itself may become a governing factor in the relation between the two actions, extending to new topographies of behavior” (Dinsmoor, 1995, pp. 264-265). For this to occur, the contextual dimensions of the training tasks must vary (e.g., the model must do various things) while reinforcement is maintained, so that the relevant features of the task (correspondence between the learner’s behavior and the model’s behavior) can be discriminated. It is unlikely that generalized imitation would occur if only one specific imitative response was ever trained, for the learner would be unable to discriminate between the relevant features of the task (the correspondence) and the irrelevant features (the specific topography of the imitative response). Through multiple exemplars, children build on a primitive reflexive form of imitation (confined to a few responses, such as tongue thrusting, or mouth opening) to a generalized operant class of “do what the model does in this context.” Arbitrarily applicable relational responding seems to represent a similar form of abstraction, but in this case the pattern of responding among a set of stimuli is abstracted and brought under the control of an arbitrary contextual cue. Several studies have shown that stimulus control may include features of response tasks (e.g., McIlvane et al., 1990; Saunders and Spradlin, 1990, 1993), and the benefits of varying stimuli to sharpen stimulus control along relevant dimensions are widely discussed (e.g., Duncan, 1958). Features of response tasks themselves may, with a proper history and selection of a proper set of examples, come to exert control over behavior. This abstractive process is a core feature of the development of overarching and arbitrarily applicable relational responding. In order to abstract the behavior of relating, the organism must be exposed to training that allows it to discriminate between the relevant features of the task (responding to one event in terms of another based on a contextual cue) and the irrelevant features (the actual physical properties of the related objects). The explicit training of symmetrical relations between words and their referents seen in early language training is an example. Take the case of a young child learning the name of an object. A caregiver will often name an object in the presence of a young child and will then reinforce any orienting response emitted by the child towards the object. This interaction may be described as, hear name X look at object Y. Similarly, the caregiver while holding, or pointing to, an object (Y) will utter the appropriate name (X) and ask the child to repeat the name. This latter interaction may be described as see object Y hear and say name X. Early language training consists of a wealth of such interactions across an extensive range of objects and names. Each type of interaction (i.e., name object and object name) may require explicit reinforcement, such that a number of name object and object name exemplars must be trained. Initially, these repertoires will not be coordinated (Fenson, Dale, Reznick, Bates, Thal, and Pethick, 1994). In essence, a symmetrical relation between the object name and the object itself is being directly trained: given name of object, select object and given object, select name of object. Reinforcement for such bidirectional responding is rich in a naturally occurring language training history. This kind of symmetrical responding occurs only in certain contexts (such as naming), and a variety of cues indicate the task at hand, including the use of phrases such as “what’s that?” and the juxtaposition of objects and words. This kind of language training is used with a wide variety of stimulus objects, as adults teach children to name the world around them. Eventually, with enough instances of this directly trained
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symmetrical responding, symmetrical responding may emerge with respect to novel stimuli because in that context the contextual cues involved and unidirectional response training are together highly predictive of reinforcement for symmetrical responding. Nonhumans show similar effects in nonrelational tasks. For example, suppose pigeons are exposed to two large classes of arbitrary stimuli with S+ and S- functions, respectively. After near perfect performance, the S- stimuli all become S+ stimuli and vice versa. Once behavior stabilizes, all of the S+ (formerly S-) stimuli become S- stimuli once again and vice versa. As this reversal process is repeated, over and over, eventually a single contact with a function will apply the function to all members of the class (Vaughan, 1988). What this means is that, for example, responding to an S+ and receiving no reinforcement is 100% predictive in that context of now receiving reinforcement in the next trial for responding to the (formerly) S- stimuli. Said another way, the organism’s own responding and the changed contingencies in force in a particular context become predictive of future contingencies and therefore exert stimulus control over subsequent responding. Arbitrarily applicable relational responding adds only a small additional feature to this process: the particular response is relational. Stated in rule form the child learns “in this context if A goes with B, then B goes with A.” Very young children initially do not have the verbal repertoire to learn relational responding through such verbal rules – this rule initially describes the contingency established by the trainer, not the process through which learning occurs. Eventually, a relational repertoire is so well established that verbal rules themselves become the source for verbal relations, a topic we will address in later chapters, but initially the regularity is in the contacted contingencies that this rule summarizes. When a symmetrical response comes under the contextual control of cues other than the related events (such as phrases “is the same as,” “is greater than,”), it can be applied to stimuli that do not have formal properties that support the specific relation. Suppose that we arbitrarily designate X as greater than Y and ask “Which is greater: X or Y?” With no formal properties to support making the relational response, the subject must guess. If they guess X and that response is reinforced, the contingencies are now predictable when presented with the question “Which is smaller: X or Y?” Initially the child would have to guess, but eventually the combination of an adequate history in the presence of “greater than,”and a history with these same relata in the presence of “smaller than,” will lead to a coordinated response: individuals given the relation in one direction will derive the relation in the other direction. That is the core idea of a “relational frame.” The concept of a response frame is useful when the response at issue includes contextual control over an overarching operant that includes specific assigned forms. Skinner’s concept of an autoclitic frame, described in the previous chapter, is an example (e.g., “when you hear you will receive a ”). Imagine that a person hears a variety of sentences, such as “when you hear a knock you will receive a package” and “when you hear the recess bell you will receive a break.” Eventually any term can be placed into this “autoclitic frame” and the listener may know what to expect. Just as a picture frame can hold many pictures, a response frame can include different formal features while still being a definable instance of an overall pattern. “Frame” is not a new technical term, and it is not a structure, mental entity, or brain process. It is a metaphor that refers to a characteristic feature of some purely functional response classes: the behavioral class provides an overall functional pattern, but the current context provides the specific formal features that occur in specified parts of that pattern.
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Autoclitic frames and grammatical frames are examples. So too, we would argue, are relational frames. 2.1.4. Show Us the Evidence for the Precise History Involved



Relational Frame Theory has sometimes been criticized for not specifying precisely what history is involved in a generalized relational response (e.g., Horne and Lowe, 1996). This is a weakness, but it is one that is more empirical than conceptual. The general process outlined above seems to us to be entirely consistent with behavioral thinking, and as we will show throughout this book, there are scores of studies that comport with this account. We are not arguing that this is enough. We might guess about the details of history and context that are important (e.g., what kinds of productive repertoires are needed? Is echoing necessary? Is cross-modal discrimination critical? Must equivalence be the first relational response? Must symmetrical and nonsymmetrical responding be trained together to abstract the relevant response?), but in general it seems more conservative and scientifically responsible to work out these details empirically rather than to allow interpretation and speculation to get too far ahead of the data. There are no published studies yet concerned with how a repertoire of relational framing might be established when it is found to be absent. This would be a higher test of the idea that relational frames emerge through a history with multiple exemplars. What is now known fits the analysis but it does not reach this high level of empirical support. For example, Devany et al. (1986) and Barnes et al. (1990) showed that equivalence was absent in languagedisabled children, but no attempt was made to generate a repertoire of equivalencing using interventions suggested by RFT. In a similar vein, Lipkens, Hayes, and Hayes (1993) tracked the emergence of a simple repertoire of relational
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define them. The process is the history that gives rise to a relational operant that is under a particular kind of contextual control. Stated another way, the process involved is contingencies of reinforcement, but unlike Sidman (2000) relational responding is not a previously unknown secondary effect of such contingencies, it is the target of them. We use the term relational frame in its noun form for the sake of convenience; however, a relational frame is always “framing events relationally” – it is an action. Arbitrarily applicable relational responding is the generic name for behavior of this kind, while a relational frame is a specific type of such responding. The metaphor of a “frame” has been adopted to emphasize the idea that this type of responding can involve any stimulus event, even novel ones, just as a picture frame can contain any picture. Nonarbitrary relational responding does not require the frame metaphor because the relation is not “empty” and arbitrarily applicable – it is specified by the physical properties of the stimuli to be related. Relational frames are a unit of responding and a specific class of functional behavior, but it is wrong to think of this in mechanical and physicalistic terms. Relational frames are not mediated by more basic processes: instrumental learning is the process. Of course, any operant contains other operants, virtually without exception, and so too with relational frames (Barnes-Holmes and Barnes-Holmes, 2000). When a pigeon pecks a key for food it necessarily involves orienting toward the key; orienting involves moving the head and looking; looking involves tracking a visual stimulus with the eye; tracking involves focusing the lens of the eye; and so on ad infinitum or until we get tired or disinterested. Similarly, any operant can expand into other “larger” operants, ad infinitum. Such flexible units should be expected in any contextualistic approach (Hayes et al., 1988) because the pragmatic qualities of contextualistic thinking preclude foundationalism and other kinds of ontological assumptions. Operants are analytic units that analysts adopt for specific purposes–they are not things. The RFT analysis specifically includes various units (mutual entailment, combinatorial entailment, and transformation of stimulus functions) which themselves can be thought of in functional terms. It is quite proper for behavior analysts to become interested in these as individual units, if they wish, and some have (e.g., Pilgrim and Galizio, 1995). It is expected that these units may not always covary and specific contingencies may break them apart or pull them together (Healy et al., 2000, have demonstrated these very effects; see also Lipkens et al., 1993). For the purposes of our analysis, a relational frame is a “unit” for two primary reasons: it seems to be the simplest unit that can describe the different types of arbitrarily applicable relational responses, and it seems to be the simplest unit that can describe the key elements of speaking with meaning and listening with understanding. Even a simple sentence is often too complex to be understood if any of the defining elements of a relational frame are left out. We do not believe that relational frames are “primitives” or “elemental units” however. As a class of psychological interactions, arbitrarily applicable relational responding need not show all of its defining features in a given instance. Consider a child who says, “I’m walking” as she walks. Imagine further that she has been directly trained to do so by a parent. In this case, the response “I’m walking” could be solely under the direct control of walking as a stimulus and the direct history of reinforcement for emitting “walking” in the presence of that stimulus (Barnes-Holmes et al., 2000). Merely because the relational response has been directly trained, however, does not mean that it cannot be a member of a class of derived stimulus relations. Trained relations can enter into a derived relational network. In all likelihood, for example, part of the functions of “walking” come because it is distinct from
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running or crawling, and so on. If “walking” is part of an arbitrarily applicable relational response, then in other contexts it can show other features of that class. Consistent with the epistemology of behavior analysis, derived relational responding is a class-based concept. While arbitrarily applicable relational responding is probably normally taught only in the context of specific relational frames, it seems likely that the larger class itself is strengthened by these specific forms as well. Thus, for example, it would be expected that new relational frames become easier and easier to learn once others are learned, since all relational frames share certain features.



2.4. FAMILIES OF RELATIONAL FRAMES



The number of ways in which stimulus events can be related to one another is great, and this means there are many specific kinds of relational frames. It is useful to classify the large number of possible frames into a few general categories or families. This list is not exhaustive, but serves to demonstrate some of the more common frames and how they may combine to establish various classes of events. 2.4.1. Coordination



Undoubtedly the most fundamental type of relational responding is that encompassed by the frame we will call “coordination.” The relation is one of identity, sameness, or similarity: this is (or is similar to) that. It is also the frame with which most stimulus equivalence research is concerned. Much of the earliest language training received by children seems to be of this kind and thus a relational frame of coordination is probably the first to be abstracted sufficiently that its application becomes arbitrary. Frames of coordination establish equivalence classes (stimulus A is the same as stimulus B) and include other derived relations of similarity or sameness. Naming is an example of the simplest frame of coordination, in part because it often does not require additional features to be disambiguated. If a child is shown a cup and told “This is called a cup” the speaker obviously does not mean that the two are the same in all regards, and that will be evident in the use of “called” or “name of” as a for this relational response. Despite that, there need be no appeal to any other features of the environment to explain what is meant. Compare this to other frames of coordination and the difference is obvious. Suppose a child is shown a cup and told “this is similar to a bowl.” Depending upon what the child already knows, more contextual cues may be needed to relate the term and the object reliably. “Is similar too” requires a dimension along which two events are similar. That dimension might be purely verbal (e.g., “loathing is similar to hate”) or it may be based on abstracted features of the environment (e.g., “a cup is similar to a bowl because it can hold liquid”). In the absence of other cues, people usually tend to show simpler relational frames, a fact that has greatly benefited the equivalence literature. We now know that the matching-tosample procedure can give rise to myriad response patterns, with only a short pre-training history. In the absence of other cues, however, matching-to-sample will usually yield equivalence responding. This is not surprising since equivalence responding is the simplest form of relational response. It is the only arbitrarily applicable relational response that is the same in training and testing, no matter how large the network.
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2.4.2. Opposition



Another family of relational frames is that of opposition. Like “similarity,” in most practical instances, this kind of relational responding is organized around some specified dimension along which events can be ordered. With regard to some point of reference and an event that differs from that point in one direction along the continuum involved, an opposite differs in the other direction and to about the same degree along that continuum. Along the dimension of temperature, for example, cool is the opposite of warm, and cold is the opposite of hot. The point of reference in this case usually seems to be the temperature of the human body (which makes sense given the pragmatic use to which this relation will typically be put), but in specific contexts that may change (e.g., different stars may be said to be “cool” or “hot”). The relational frame of opposition typically specifies the dimension of relevance (e.g., “pretty is the opposite of ugly” is relevant only to appearance and not to, say, speed), but as an arbitrarily applicable relational response, it can be applied even when no physical dimension of relevance has been specified. For example, symbolic logic can specify that A is the opposite of B, without stipulating which dimension is involved in the relational response. An abstracted frame of opposition is seen in symbolic logic with the concept of the “logical not.” Opposition normally would come after coordination, and for a very good reason beyond mere complexity: the combinatorially entailed relations in frames of opposition include frames of coordination. If hot is the opposite of freezing and cold is the opposite of hot then cold is the same as freezing. 2.4.3. Distinction



Distinction is a third family of relational frame. It involves responding to one event in terms of its differences from another, typically also along some specified dimension. Like a frame of opposition, this implies that responses to one event are unlikely to be appropriate in the case of the other, but unlike opposition, the nature of an appropriate response is typically not specified. If I am told only “this is not warm water,” I do not know if the water is ice cold or boiling. 2.4.4. Comparison



The family of comparative relational frames is involved whenever one event is responded to in terms of a quantitative or qualitative relation along a specified dimension with another event. Many specific subtypes of comparison exist (e.g., bigger-smaller, faster-slower, betterworse). Although each subtype may require its own history, the family resemblance may allow the more rapid learning of successive members. The different members of this family of relations are defined in part by the dimensions along which the relation applies (size; attractiveness; speed; and so on). Comparative frames may be made more specific by quantification of the dimension along which a comparative relation is made. For example, “A is twice as fast as B and B is twice as fast as C” allows a precise specification of the relation between all three elements of the network.
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2.4.5. Hierarchical Relations



Hierarchical class membership shares the same basic relational pattern of a frame of comparison. “A is an attribute or member of B” is the general form of a hierarchical frame. “Apples are round” or “Bananas are fruit” are examples. If the nature of B is clear, this may determine responses to A. For example, “John is a man” may permit appropriate responding to John to the degree that the class “man” is relevant. The pattern is like a frame of comparison in the sense that it is diode-like, but because it is not merely qualitative, the combinatorial relations tend to be more specific even without quantification. For example, “Apples are fruit” and “Apples are sweet” will make clear that some fruit are sweet. Conversely, “Apples are sweeter than bananas” and “Apples are sweeter than prunes” will not allow the naive listener to specify the relative relation between bananas and prunes. Kinship relations provide another example. If I tell you that Bob is the father of Dave and Barb, you can derive that Dave and Barb are siblings (a hierarchical frame). If, however, I tell you that Bob is taller than both Dave and Barb you cannot derive a relation of relative tallness between the latter two individuals (a frame of comparison). Hierarchical relations are extremely important in the analysis of the use of verbal relations to abstract properties of the nonarbitrary environment. “Part-whole” or “attribute of” relations are hierarchical and when they are applied to the nonarbitrary environment, they draw abstracted physical features into relational networks, allowing the use of these now verbally abstracted properties as verbal relational cues and as verbally related events. This is the process that allows human verbal behavior to have practical implications as it is nonarbitrarily applied to the natural environment. We will discuss all this in considerable detail in Chapter 5, when we deal with problem-solving, because it is a key feature of the use of relational responding to analyze the environment. 2.4.6. Temporal Relations



Temporal relational frames also share the same basic pattern of a comparative frame. They are worth describing separately, both because of their importance and because of the unique nature of the physical dimension that parallels this arbitrarily applicable relation. In a nonarbitrary sense what underlies “time” is merely change. Change is always unidirectional, from now to a new now, or from this to a new this, never from a new this to an old this. Nonverbal organisms are exquisitely sensitive to sequences of change (such sequences underlie contingencies of reinforcement, for example), but abstracting the physical dimension along which temporal / causal comparatives are arranged is a highly verbal action, and one that seems to require the kinds of metaphorical activities we will discuss in Chapter 4. Arranging a past, present, and future along a single so-called dimension is not the same as ordering a small, medium, and large box into a sequence of increasingly larger physical objects. In the latter case, relative size can be presented (indeed, a nonarbitrary relation of relative size can easily be acquired by nonhumans). When size as an abstracted dimension enters into verbal relations, more can be done with it, of course. For example, we can speak reliably of the size of one’s reputation, or the size of one’s bank account. In comparison to this kind of dimension, time is inherently more abstract. The dimension along which temporal / causal comparatives are ordered is a more thoroughly constructed
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dimension from the very beginning. How can “the future” be presented, and how does it enter into a single dimension of past, present, and future, when the only “time” that can be directly presented is a simple unidirectional sequence of change? It seems most likely that this unidirectional “what next” form of change is related to other relations (e.g., other comparatives) and the bidirectional dimension of time is constructed. If so, this may be one reason that abstract temporal relations tend to emerge later in development than simple comparatives.



2.4.7. Spatial Relations A large number of relations deal with the arrangement of objects or aspects of objects in space, relative to each other, such as in-out, front-back, over-under and so on. These spatial relations are like comparative relations, but often they imply or specify frames of reference that make them quite specific. For example, if you are told that house A faces the back of house B, you could order the front and back doors of both houses into a linear sequence (back door of A, front door of A, back door of B, front door of B). This is because front and back doors are relative to each individual house, and knowing the orientation of the two houses implies the more detailed information.



2.4.8. Conditionality and Causality Conditionality and causality share features with both hierarchical relations and comparative relations. Forexample, if a listener is told, “A causes B and B causes C,” s/he may simply derive, via a frame of comparison, that “A caused C and C was caused by A.” Hierarchical class membership is involved, however, if the listener derives “B was caused by A alone, but C was caused by both A and B.” That is, the listener constructs a precise hierarchy of causeeffect relations, and therefore such relational responding extends beyond the basic frame of comparison. The same type of analysis may be applied to conditional relations such as “ifthen.” The constructed nature of this relation is more obvious than with temporal relations, particularly as one begins to attribute cause to conditional properties. Events are said to cause events based on many features: sequences, contiguity, manipulability, practical exigencies, cultural beliefs, and so on. Causality itself is not a physical dimension of any event.



2.4.9. Deictic Relations By deictic relations we mean those that specify a relation in terms of the perspective of the speaker such as left-right; I-you (and all of its correlates, such as “mine”); here-there; and now-then (see Barnes and Roche, 1997a; Hayes, 1984). Some relations may or may not be deictic, such as front-back or above-below, depending on the perspective applied. For example, the sentence “the back door of my house is in front of me” contains both spatial and deictic forms of “front-back.” Deictic relations seem to be a particularly important family of relational frames that may be critical for perspective-taking. Consider, for example, the three frames of I and YOU, HERE and THERE, and NOW and THEN (when it seems contextually useful, we will capitalize relational terms if they refer to specific relational frames). These frames are unlike
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the others mentioned previously in that they do not appear to have any formal or nonarbitrary counterparts. Coordination, for instance, is based on formal identity or sameness, while “bigger than” is based on relative size. Temporal frames are more inherently verbal in that they are based on the nonarbitrary experience of change, but the dimensional nature of that experience must be verbally constructed. Frames that depend on perspective, however, cannot be traced to formal dimensions in the environment at all. Instead, the relationship between the individual and other events serves as the constant variable upon which these frames are based. Learning to respond appropriately to (and ask) the following kinds of questions appears to be critical in establishing these kinds of relational frames: “What are you doing now?” “What did you do then?” “What are you doing here?” “What are you doing there?” “What am I doing now?” “What did I do then?” “What am I doing here?” “What will I do there?” Each time one or more of these questions is asked or answered, the physical environment will likely be different. The only constant across all of the questions are the relational properties of I versus You, Here versus There, and Now versus Then. These properties appear to be abstracted through learning to talk about one’s own perspective in relation to other perspectives. For example, I is always from this perspective here, not from someone else’s perspective there. Clearly, a speaker must learn to respond in accordance with these relational frames. For example, if Peter is asked, “What did you do when you got there?” he should not simply describe what someone else is doing now (unless he wishes to hide what he actually did, or annoy and confuse the questioner). We shall consider the relational frames of perspective in greater detail in subsequent chapters. 2.4.10. Interactions Among Relational Frames



At the present time very little is known about the effects of learning to respond in accordance with one type of frame on other framing activities. We have seen evidence in our research of such effects. For example, training in SAME may make OPPOSITION easier; training in deictic relations may make appreciation of contingencies easier and so on. One fairly clear prediction from RFT is that there should be some generalization of relational responding, particularly within families of relational frames. For example, an individual who learns to respond in accordance with sameness, may learn to respond in accordance with similarity (or opposition, since sameness is a combinatorially entailed aspect of opposition) more rapidly than, say, comparison. Similarly, learning across more closely associated families of relations may be more expected than learning across more distinct families. For example, to frame in accordance with comparison may facilitate hierarchical framing more readily than a frame of coordination. For the time being, however, such issues will have to await systematic empirical investigation.
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2.4.11. Relational Frames: A Caveat



In listing the foregoing families of relational frames, we are not suggesting that they are somehow final or absolute. If RFT is correct, the number of relational frames is limited only by the creativity of the social/verbal community that trains them. Some frames, such as coordination, have been the subject of many empirical analyses. Others such as opposition and more-than/less-than have also been studied experimentally, but the relevant database is much smaller than for coordination. Many of the frames listed, however, have not been analyzed empirically, or have only been subjected to the most preliminary of experimental analyses. Thus the list we have presented is to some degree tentative in that some of the relational frames we have identified are based on our preliminary, non-experimental analyses of human language. For example, TIME and CAUSALITY can be thought of as one or two types of relations. It is not yet clear if thinking of them as separate or related may be the most useful. Thus, while the generic concept of a relational frame is foundational to RFT, the concept of any particular relational frame is not. Our aim in presenting this list is to provide a set of conceptual tools, some more firmly grounded in data than others, that may be modified and refined as subsequent empirical analyses are conducted.



2.5. COMPLEX RELATIONAL NETWORKS



It is possible to create relational networks from mixtures of various relational frames and to relate entire relational classes with other relational classes. Forexample, if one equivalence class is the opposite of another equivalence class, then normally each member of the first class is the opposite of all members of the second and vice versa. This can continue to virtually any level of complexity. For example, consider the relations that surround a given word, such as “car.” It is part of many hierarchical classes, such as the class “noun,” or the class “vehicles.” Other terms are in a hierarchical relation with it, such as “windshield” or “wheel.” It enters into many comparisons: it is faster then a snail, bigger than a breadbox, heavier than a book. It is the same as “automobile,” but different than a house, and so on. The participation of the word “car” in these relations is part of the training required for the verbal community to use the stimulus “car” in the way that it does. Even the simplest verbal concept quickly becomes the focus of a complex network of stimulus relations in natural language use. We will deal with this in detail in the next three chapters because this is a crucial form of relational responding in such activities as problem-solving, reasoning, and thinking. The generative implications of this process are spectacular. A single specified relation between two sets of relata might give rise to myriad derived relations in an instant. Entire sets of relations can change in an instant. This kind of phenomenon seems to be part of what is being described with terms like “insight.”



2.6. EMPIRICAL EVIDENCE FOR RELATIONAL FRAMES AS OPERANTS



Operant behavior can be originated, maintained, modified, or eliminated in the laboratory and it is relatively easy to identify operants in that context. Many naturally occurring
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behaviors, however, are difficult to bring into the laboratory in such a highly controlled fashion. Nevertheless, we can examine the characteristics of these naturalistic behaviors to see if they have some of the properties characteristic of operants. Four such properties seem most relevant: first, they should develop over time rather than emerging in whole cloth; second, they should have flexible form; third, they should be under antecedent stimulus control; and fourth, they should be under consequential control. If derived stimulus relations are based upon operant behavior, they should show these four characteristics. Although much work remains to be done, there is some supporting evidence for each of them. 2.6.1. Development Learning is an inherently developmental concept. As a result of experience with the contingent relationships between situations and actions, these actions evolve. If deriving arbitrary stimulus relations is operant behavior, it, too, should develop over time. The existing evidence suggests that this is the case. In one of the few existing longitudinal studies, Lipkens et al. (1993) found that relatively simple derived relations such as mutual entailment were present by 16 months of age, but that more elaborated derived relations such as combinatorial entailment emerged later. This study also showed that exclusion produced mutual relations only gradually, but by 23 months the child would mutually relate novel names and objects based on a relation of difference with a known object. Similar effects have also recently been demonstrated when establishing the relational frames of opposite and more-than/less-than in young children (see Chapter 10). These types of development can also be reproduced within an individual subject in the training of a particular equivalence class. Fields, Adams, Verhave, and Newman (1990), for example, have shown that simpler derived relations (i.e., those separated by a single node in training) emerge more rapidly than relations among stimuli that involve more extended combining of relations (i.e., those separated by more than one node in training). Thus, equivalence relations do not seem to emerge in whole cloth either over the development of these relational responses in an infant, or in the learning of a particular set of relations in an adult with these repertoires in place. This does not prove that relational responding is an operant, but it makes the notion more plausible. If there were no evidence of development, it would prove that such responding is not learned behavior. 2.6.2. Flexibility The flexibility of operants is one of their hallmarks. Several studies show that relations among members of an equivalence class are quite changeable, and even once formed, relations among stimuli in a class may change individually or en masse depending on the conditions. For example, having provided training sufficient to generate equivalence classes, we can change all of the baseline conditional discriminations, and new relations will emerge among the stimuli consistent with these altered baseline relations (e.g., Spradlin, Cotter, and Baxley, 1973). However, if we change only a small number of the baseline discriminations, some of the derived relations will change while others will remain intact (e.g., Pilgrim and Galizio, 1995). The dissociation between symmetrical and equivalence relations seen in studies such as Pilgrim and Galizio’s “raise questions about the functional substitutability of
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stimuli that is a defining feature of stimulus equivalence, and thus, perhaps, about the integrated nature of ‘equivalence’ as a behavioral unit” (Pilgrim and Galizio, 1995, p. 226; see also Roche, Barnes, and Smeets, 1997). These findings suggest that relating one event to another and combining relations among events are flexible behaviors under specific environmental control. This would be expected from the point of view of RFT. Indeed, recent RFT research has systematically demonstrated that it is possible to separate and recombine symmetry and equivalence responding using delayed, test-performance contingent feedback (Healy et al., 2000). The other major source of evidence of flexibility is the demonstration that relational pretraining can greatly modify the results of matching-to-sample performances in accord with multiple forms of stimulus relations. In other words, multiple stimulus relations themselves are a kind of relational flexibility. These data will be reviewed in some detail in the next chapter. 2.6.3. Antecedent Stimulus Control It has long been known that the composition of specific equivalence classes can come under contextual control (e.g., Wulfert and Hayes, 1988). It is also possible to develop many specific forms of derived stimulus relations such as sameness, opposition, difference, morethan, less-than, and sequencing relations, and in turn to bring all of these under contextual control (e.g., Dymond and Barnes, 1995; Green, et al., 1993; Lipkens, 1992; Roche, BarnesHolmes, Smeets, Barnes-Holmes, and McGeady, 2000; Steele and Hayes, 1991). These latter findings speak both to the antecedent control possible with equivalence and also to its flexibility discussed in the previous section (see also Spradlin, Saunders, and Saunders, 1992, on the flexibility and contextual control of equivalence relations). 2.6.4. Consequential Control There is growing evidence that deriving stimulus relations is under consequential control. In one study, for example, Wilson and Hayes (1996) provided conditional discrimination training sufficient to establish three four-member equivalence classes. Later training reorganized the same stimuli into three new classes. When the derived relations emerging from this later conditional discrimination training were punished, there was a resurgence of the older derived relations, exactly what one sees with directly trained operant responses. That is, when an operant response ceases to produce reinforcement or begins to produce punishment, responding becomes more variable and earlier topographies reemerge (e.g., see Epstein and Skinner, 1980; Mowrer, 1940; Rawson, Leitenberg, Mulick, and Lefebvre, 1977 for examples of resurgence of directly trained responses). Derived stimulus relations seem to operate in the same manner. In another experiment, Leonhard and Hayes (1991) gave subjects matching-to-sample training that would normally give rise to equivalence. During testing, some of these subjects were then given testing trials, 50% of the time, that could not be answered consistently with the derived relations that had emerged (i.e., all answers were “incorrect”). Other subjects had normal testing. These inconsistent testing items greatly reduced symmetry and equivalence on the normal test trials. More importantly, when all subjects were then trained and tested normally with a new set of stimuli, those with a history of odd test items in earlier training
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showed much less equivalence class formation in the new class. Leonhard and Hayes argued that one of the proximate consequences for deriving equivalence is making sense of test items, and that inserting items that cannot be answered via equivalence punishes not just the specific class, but also subsequent classes. This “sense-making” seems to be a key form of reinforcement of relational responding, which may explain why mere exposure to language episodes and their outcomes, not necessarily direct reinforcement of verbalization, is so critical in language development (Hart and Risley, 1995). More recently, two additional studies demonstrated that providing delayed consequences on equivalence test performances could produce very orderly behavioral effects (Healy, Barnes, and Smeets, 1998; Healy, Barnes-Holmes, and Smeets, 2000). In Experiment 1 of the latter study, for example, subjects were divided into two conditions. All subjects were trained and tested, across multiple stimulus sets, for the formation of two combinatorially entailed relations. Each set was composed of novel stimuli. Both Conditions 1 and 2 involved explicit, performance-contingent feedback presented at the end of each block of test trials (i.e., delayed feedback). In Condition 1, feedback was accurate (consistent with combinatorial entailment) following exposure to the initial stimulus sets. When subjects’ responding reached a predefined mastery criterion, the feedback then switched to inaccurate (not consistent with combinatorial entailment) until responding once again reached a predefined criterion. Condition 2 was similar to Condition 1, except that exposure to the initial stimulus sets was followed by inaccurate feedback and once the criterion was reached feedback switched to accurate. The results showed that once relational responding emerged and stabilized, response patterns on novel stimulus sets were controlled by the feedback delivered for previous stimulus sets. In a subsequent experiment in the study two types of feedback were delivered, one type following tests for mutual entailment and the other following tests for combinatorial entailment. Results from this experiment demonstrated that mutual and combinatorial entailment may be controlled independently by accurate and inaccurate feedback, a finding that has been extended in more recent work (Gomez, Barnes-Holmes, and Luciano, in press). Overall, the data support the RFT suggestion that derived relational responding is a form of generalized operant behavior. No contradictory evidence has yet been provided and a few dozen studies have now examined this issue, all with confirmatory results. The biggest difficulty, of course, comes because language is a form of human performance that cannot ethically be experimentally contained. It develops so early and powerfully, that researchers are somewhat limited in their ability to test the processes involved in verbal performance. One important area not yet adequately tested is the ability to accelerate relational learning based on an operant conception. Still, the evidence so far is encouraging.



2.7. DEFINITION OF VERBAL EVENTS



Relational Frame Theory takes the position that derived stimulus relations constitute the core of verbal behavior. Verbal behavior is the action of framing events relationally. Both speakers and listeners engage in verbal behavior. When a speaker frames events relationally and produces sequences of stimuli as a result, the speaker is engaging in verbal behavior. In more lay terms, we say that the speaker is speaking with meaning. If the same formal stimuli are produced but not because the speaker has framed events relationally (e.g., when a parrot
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repeats what was said), then no verbal behavior is involved. Verbal meaning, in this approach, is not a mental event, nor an inference, nor a simple effect. It is a highly specified behavioral process (see the earlier section on the nature of relational frames for that specification). Similarly, verbal stimuli are stimuli that have their effects because they participate in relational frames. Thus, verbal stimuli are not stimulus products, but stimulus functions. The history that gave rise to these functions is not someone else’s history, but the history of the organism of interest. In lay terms, when listeners respond because they have framed events relationally, then they are listening with understanding. Understanding, in this approach, is not a mental event, nor an inference, nor a simple effect. It is also a highly specified behavioral process. “Verbal” can be used as a technical qualifier for other common behavioral functions, but when this is done it is crucial not to confuse the traditional term with the new one. In RFT terms, a “verbal reinforcer” is a consequence that functions as a reinforcer because it participates in a relational frame. As such, it is a special kind of conditioned reinforcer. The same event formally defined, even if it is produced through verbal behavior and serves as a reinforcer, can be verbal or not depending on the relevant history of the responding organism. For example, suppose a person says “good dog” to a pet. The person may say “good dog” as an instance of framing events relationally (e.g., the good behavior of the dog is in a frame of coordination with “good”), and this event may function as a conditioned reinforcer for the dog. Its behavioral effects on the dog, however, are not due to the participation of “good dog” in a relational frame with other events. Thus, “good dog” is neither a verbal reinforcer nor a verbal stimulus of any other kind for the dog. Some events so defined may share little with their nonverbal counterparts at the level of process. A verbal discriminative stimulus is a stimulus that has discriminative-like functions due its participation in relational frames (some rules are good examples). The source of control for a verbal discriminative stimulus is not a direct history of a greater probability of reinforcement in the presence of the event for a given behavior than in the absence of that event, as it would be with a nonverbal discriminative stimulus. Similarly, it is not due to stimulus generalization from discriminative stimuli. Rather, this function involves the transformation of antecedent functions through relational frames. Some psychologists who have been exposed to the RFT approach fail to see why verbal events should be so defined. Nothing in RFT would demand the connection – one could just as well speak of “relational reinforcers” or “relational discriminative stimuli.” RFT is a bottom up analysis and it stands on its own, whether or not the term “verbal” is used. The justification for defining verbal events in this way is, a) relational frames have a profound impact on the interpretation of human behavior, and b) they seem to be central to every issue involving language and cognition. By using the term “verbal” in this context, a technical analysis is offered of this domain. The concept of derived stimulus relations emerged from behavior analysis, not common sense, and yet it seems to maintain contact with the basic lay phenomenon. Under these conditions, the use of the term makes the analysis of immediate social relevance, which vitalizes the work and makes it more accessible to others. There is a downside to the connection, of course, in that misunderstandings are probably more likely, but the cost is outweighed by the benefits. We presume that this is much the same reason that Skinner used the term “verbal behavior” in his account.
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2.7.1. Language and Cognition We should be clear at this point that it is not our intention to provide technical definitions of the terms “language” and “cognition.” These have been used in this book to orient the authors and readers towards a particular domain within the study of psychology. The common sense definitions of these terms serve us well enough for these purposes at this point: Languages are systems of symbol use maintained by groups; cognition is “knowing by the mind.” As we shall see, the technical definition of verbal events in RFT (i.e., framing events relationally) provides us with a route into the analysis of the domain pointed to by these terms, including many of the phenomena that are typically considered to be relevant to the psychology of language and cognition, such as thinking, problem-solving, rule-understanding and following, perspective-taking, and so forth. In effect, relational frame theory allows us to study the psychology of language and cognition without taking on the burden of first providing technical definitions of these terms, and without becoming embroiled in the debate concerning the relationship between them or their relation to supposed subcomponents (e.g., whether thought depends on language or language depends on thought; whether or not animal cognition is really cognition; whether or not sensation, emotion, or perception are examples of cognition). This RFT approach to the psychology of language and cognition is clearly unusual, but as we shall attempt to show in subsequent chapters it shows considerable promise. We will return to the definitional issue in Chapter 8.



2.8. VERBAL EVENTS INVOLVE A NEW BEHAVIORAL PRINCIPLE Behavioral principles are admitted into the behavior analytic armamentarium only very slowly. We believe, however, that relational frames involve a new type of generalized operant. We say new, because the instrumental behavior of relational framing alters the functions of behavioral processes. We know of no term for such an effect. Consider, for example, the functional reversibility of stimuli in mutual entailment. During derived performances in an equivalence test, a conditional stimulus and a discriminative stimulus, as established in matching-to-sample training, reverse their functions. The former sample is now the discriminative stimulus and the former comparison is now the conditional stimulus. If Relational Frame Theory is correct, the alteration of these behavioral processes was itself a learned process. Said another way, relational framing is operant behavior that affects the process of operant learning itself. Behavior analysts distinguish between stimulus functions on the basis of history and current context. For example, conditioned and unconditioned reinforcers are distinguished on the basis of the particular histories that give rise to each. The acquisition of stimulus functions based on a learned process is not the same as the acquisition of those functions in which the process itself need not be learned. A rat, for example, does not need to learn how to acquire conditioned reinforcers – its biological history ensures that they are established when unconditioned reinforcers are paired with neutral stimuli. If relational framing is a learned process of altering behavioral processes, we need a name for a previously unseen behavioral effect.
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Consider the case of a transformation of stimulus functions. A discriminative stimulus is a stimulus in the presence of which there has been a greater probability of reinforcement for a given behavior than in its absence. Suppose a child is rewarded for waving when the word “dog” is heard. The word “dog” is a discriminative stimulus. Suppose, however, that the child is now taught to say “dog” given the word D-O-G, and to point at actual dogs given D-O-G. Suppose that as a result of this training the child now waves upon seeing a dog. Such an outcome has repeatedly been seen in the literature (e.g., Hayes et al., 1987). The dog cannot be a discriminative stimulus because the child has no history of greater reinforcement for waving in the presence of dogs than in the absence of dogs. The effects cannot be stimulus generalization because there are no formal properties that are shared between the word and actual dogs. The effect cannot be due to classical conditioning because it would require an appeal to backward conditioning. The effect cannot be due to compounding because “dog” and dogs have not even occurred together. Relational Frame Theory suggests that the performance is due to a learned process that transformed these discriminative functions. In normal discriminative control, the stimulus function is learned, but not the process itself. In contrast, the derived performance is discriminative-like, but it is not discriminative. These discriminative-like effects seem to depend on a learned process of altering behavioral processes, and that is something that is not covered by an existing technical term. Despite the conservatism of an RFT approach, therefore, a new type of behavioral process is suggested and a new technical term is offered. The new process is arbitrarily applicable relational responding (or framing events relationally). Because verbal relations and arbitrarily applicable relational responding are synonymous, the term “verbal” can suffice for this new process, provided the term is used in the technical sense here. The new technical term is relational frame. Thus, in our analysis, verbal events (and relational frames) instantiate a newly identified behavioral process (Hayes and Hayes, 1992).



2.9. CHARACTERISTICS OF VERBAL BEHAVIOR



From the point of view of RFT, verbal behavior has several dominant characteristics that flow from its relational properties. 2.9.1. Indirectness



The transformation of stimulus functions through derived relations allows verbal stimuli to acquire functions related quite indirectly to other events. The greater the complexity of the relational history prevailing for a given individual with respect to a specific verbal stimulus, the more indirect those functions may be (Hayes and Hayes, 1989). In the same way, speakers may derive relations among events in ways that are simultaneously sensitive to hundreds of related events, including events that have never before been brought into relation with the current event. Part of what makes speech insightful, moving, or creative is the degree of indirectness of the relational actions involved.
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2.9.2. Arbitrariness



The arbitrariness of verbal events comes from the arbitrary nature of the contextual stimuli involved in the regulation of verbal behavior. Any event can be brought into any relation with any other event, verbally speaking. For that reason, verbal behavior is not defined by its form. It can include gesturing, sound, or graphical stimuli. Meaning need not be based on any similarity between the form of a verbal stimulus and the nonverbal stimulus to which it “refers” (though that occurs in cases such as onomatopoeia, and in particularly early forms of language). The form of verbal behavior is arbitrary and can vary to a much greater extent than behavior of nonarbitrary form. For example, while a doorknob may itself only be turned by particular behaviors, verbal events referring to the opening of the door may range infinitely in form. The forms of verbal utterances are determined by social convention – the correspondence between things and meanings is established by social interaction. It is only by agreement among members of a particular social/verbal community that a word is understood to have meaning in relation to particular events. The concept of the arbitrariness of “signs” in language is an old one that has been important in linguistics since the beginning of the twentieth century. Saussur’s “Course in General Linguistics,” which was published in 1915 after his death but was translated into English much later (Saussure, 1959), was particularly influential in that regard. Saussure also emphasized the bidirectionality of the relation between the event signified and the signifier, which together he called a “sign” (Saussure, 1959, p. 67). 2.9.3. Specificity



Nonverbal stimuli necessarily influence a wide variety of responses but verbal stimuli need not have that limitation. A bright light makes it possible to see whatever is present. The word “light,” however, can stand in relation to a set of events, the common property of which is illumination. Thus, in a nonverbal sense illumination cannot simply have the abstract property of “illumination” while a verbal stimulus can do so. Skinner said it this way: A single property may control a nonverbal response, but it cannot control only one such response unless it is the sole and inevitable accompaniment of another set of properties....A verbal response, however, can come under the exclusive control of red because the necessary contingency does not require a practical consequence common to all instances of red (1957, p. 109).



This property of verbal stimuli (in our sense of the term) allows indefinite flexibility in the degree of specificity of functions and events. Verbal events can stand in relation to all events (“the universe”) or no events (“non-existent); they can be extremely broad (“everything changes”) or extremely narrow (“you have a pin head sized tumor under your fingernail”). This is one reason that verbal events permit degrees of abstraction that could not otherwise occur. We will have a great deal to say about this in subsequent chapters (particularly Chapter 5).
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2.9.4. Pervasiveness The kind of verbal behavior we have described cannot be kept in a nice verbal box. Once established, coherence and sense-making will serve as a continuously available reinforcer for derived relational responding. Verbal behavior will grow in strength until it is hard to find moments and situations in which it does not occur. Indeed, as soon as one begins to wonder if it is gone, it will appear by virtue of that very question. 2.9.5. Intrusion into Nonverbal Domains For much the same reason, the kind of verbal repertoire that is captured by RFT is one that will always intrude into nonverbal domains. Without intervention, this process is likely to grow as experience imbues nonverbal stimuli with more and more relational and thus verbal functions. Dirt on the walls is “unhealthy;” trash on the ground is “litter” and “a sign of poor moral training of our youth;” a tree in the backyard is “biomass,” “diseased,” or “ancient.” In other words, if the contexts that maintain literal meaning and transformations of stimulus functions are present, the world a human being lives in will become increasingly verbal and truly nonverbal functions will become more and more entangled with verbal functions. This process can lead to behaviors that would be difficult to establish any other way (martyrdom, suicide, turning away from a drug addiction, religious fasting) because the nonverbal functions contacted by these behaviors become less important. We will turn to this topic in later chapters. 2.9.6. Expansion of Social Influence Verbal behavior is social behavior and continues to be so even in the absence of a social/ verbal community. Only a social community could establish the learning history that would lead to relational frames. Furthermore, verbal behavior has lead to technical innovations that increase the impact of verbal stimuli: books, radio, TV, the Internet, and so on. This has enormously increased the capacity for social influence and has freed it from limitations based on time and location. The reader of this book may be reading it after the authors are long since dead, or in a location far from the locations in which it was written. 2.9.7. The Reconstruction of Time Nonverbal events occur in nonverbal time. Sequences are nonarbitrary – they are experienced directly. The only future that is known is the past that has been experienced. Verbal organisms turn time on its head. The past is continuously verbally reconstructed as various stories about it are generated and adopted. The future is imagined, planned for, and contemplated, but this verbal future need not ever have been experienced. People live in a world of verbal purpose and verbal intention, constantly framing “the future” in terms of ifthen and before-after relational frames. The impact of such verbal temporal relations on how humans interact with their environments is immense.
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2.10. CONCLUSION



There are sobering implications of the present analysis for behavioral psychology. If the present analysis is correct, relational frames alter other behavioral processes as a direct target of that learning. This means that much of what we know in behavioral psychology must now be reexamined in the context of the relational framing process. This would not be quite so threatening to the tradition that gave birth to the present approach if nonhumans could readily acquire arbitrarily applicable relational responding. Apparently they do not. While 16month-old babies readily show robust forms of mutual entailment (Lipkens et al., 1993), even “language trained” chimpanzees show no such thing (Dugdale and Lowe, 2000). Nothing in RFT requires that nonhumans fail to show the new behavioral process contained within relational framing. Indeed, it is a tremendous experimental inconvenience that apparently they do not. If future researchers are able to overcome this difficulty, the analysis of relational frames will be made much easier, experimentally speaking. At the present moment, however, it appears that an old strategic assumption of the behavior analytic tradition, namely that animal learning might provide all of the principles needed for the analysis of complex human behavior, can only take us so far. Verbal behavior emerges from operant contingencies, but the result of verbal behavior is to change how all behavioral principles operate. For this reason, human beings live in two worlds simultaneously. Their continuity with the rest of the animal kingdom means that they constantly live in a world of direct contingencies. Their acquisition of derived relational responding means that they constantly live in a verbally constructed world. That is a difficult thought for behavioral psychologists interested in the analysis of human behavior, and yet, it seems to be the case. In one sense, RFT does not simplify a behavioral approach to human psychology. It makes it more complex. In another sense, however, it does simplify the picture because it gives us rich empirical and conceptual tools with which to approach that complexity.



3 MULTIPLE STIMULUS RELATIONS AND THE TRANSFORMATION OF STIMULUS FUNCTIONS Dermot Barnes-Holmes National University of Ireland, Maynooth Steven C. Hayes University of Nevada, Reno Simon Dymond Anglia Polytechnic University, Cambridge Denis O’Hora National University of Ireland, Maynooth



The key concept in Relational Frame Theory is the concept of stimulus relation (Hayes, 1991, 1994; Barnes and Holmes, 1991; Hayes and Hayes, 1989, 1992; Hayes and Wilson, 1996). Understanding the implications of an RFT approach requires clarity about this concept and its flexibility. In this chapter we will attempt to characterize multiple stimulus relations and to distinguish this approach from a traditional class based approach. We will point to ways in which increasingly elaborate relational networks are acquired, modified, and brought under various forms of contextual control. Finally we will describe in some detail the kinds of data that are generated in RFT research, and show how methodological advances are beginning to permit more complex questions to be asked and answered.



3.1. THE IMPORTANCE OF THE CONCEPT OF STIMULUS RELATION



A stimulus class controls a common set of responses based on physical or functional similarity among the stimuli contained within the class (Donahoe and Palmer, 1994). The



Relational Frame Theory: A Post-Skinnerian Account of Human Language and Cognition Edited by Hayes et al., Kluwer Academic/Plenum Publishers, New York, 2001.
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formation of a stimulus class can be both a product and a process. Stimulus generalization is considered to be a basic behavioral process that describes how stimulus classes can be formed based on physical similarity (that is, closeness along a physical quantitative dimension of relevance to the evolutionary history of the organism). However, the classes of stimuli that emerge via the process of stimulus generalization are defined as the product of that process. A lack of clarity about when class concepts were being used as products or processes has caused problems for the analysis of derived stimulus relations. Three undesirable effects have occurred. First, the much more flexible concept of stimulus relation has often been overwhelmed by class concepts. Second, the concept of stimulus class has narrowed the methods and focus of research to a small subset of relational responses. Finally, the concept has stood in the way of a clear understanding of derived stimulus relations at the level of process. Consider, for example, the definition of an equivalence class. Successfully training and testing for equivalence will, by definition, generate stimulus classes as products. That is, the mutual substitutability of “equivalent” stimuli (reflexivity, symmetry, transitivity) is widely considered to be the defining feature of a specific class concept. If, however, class formation is also considered to be a basic behavioral process, it appears that equivalence requires no additional explanation. In fact, Sidman (1994) has explicitly adopted this position. We would argue that the emphasis on the concept of class is to some extent driven by the procedures that have normally been used to study derived relational responding. The ubiquitous matching-to-sample procedure certainly encourages class-based analyses. The response normally involves picking or pointing to a stimulus in the presence of another stimulus. If this type of responding is always seen as evidence that the two stimuli have entered into a class, it becomes impossible to observe consistent response patterns in a matching-tosample procedure without also concluding that stimulus classes have formed. This methodological characteristic also encourages us to view the most unusual or complex matching-tosample performances in terms of stimulus classes. In order to do so, however, it becomes necessary to suppose that there are multiple classes under various forms of contextual control. In this chapter we will show that this solution is far from parsimonious, especially as the types of stimulus relations increase in number and complexity. 3.1.1. The Challenge of Multiple Stimulus Relations and the Transformation of Functions Quite a number of studies have now shown that it is possible to produce contextually controlled, arbitrarily applicable matching-to-sample responding in accordance with multiple stimulus relations such as Same, Different, Opposite, or More-Than/Less-Than (e.g., Barnes and Keenan, 1993; Dymond and Barnes, 1995, 1996; Roche and Barnes, 1996, 1997; Roche, Barnes-Holmes, Smeets, Barnes-Holmes, and McGeady, 2000; Steele and Hayes, 1991; see also Chapter 10). The procedure typically involves two steps. First, subjects learn to select comparison stimuli that are physically related to a sample in a given way in the presence of certain cues. For example, subjects may learn to pick a short line given a long line as a sample in the presence of an OPPOSITE cue (naturally, in actual experiments these cues are arbitrary stimuli, not relational words). When the subject can select the correct answer in a wide variety of stimulus problems, matching-to-sample training and testing with arbitrary stimuli is then conducted in the presence of the pretrained contextual cues.
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Highly complex patterns of responding have resulted from this basic procedure. In one study, for example, Steele and Hayes trained subjects to pick the arbitrary stimulus B3 from an array given another arbitrary stimulus A1 in the presence of an OPPOSITE cue, and to pick the arbitrary stimulus C3 from another array given A1 and OPPOSITE (again by convention A1, B2 and so on refer to arbitrary visual forms, usually small graphical squiggles or short nonsense syllables). The subjects also learned to pick B1 from an array given A1 in the presence of SAME, and to pick C1 given A1 and SAME. Thus, four relations were trained: A1 OPPOSITE B3 and C3; and Al SAME B1 and Cl. The crucial test came when the subjects were given B3 as the sample, OPPOSITE as the cue, and C1 and C3 as comparisons. B3 and C3 were both related to A1 and both had only been selected in the presence of OPPOSITE. Nevertheless, the subjects did not pick C3 given B3 and OPPOSITE, but instead picked C1. When the relational cue was changed to SAME in the same problem, given B3 subjects selected C3 even though no selection of C3 was ever reinforced when the SAME cue was present. Furthermore, when subjects were later trained to pick the arbitrary stimulus D1 given C3 and OPPOSITE, during a test phase they then picked D1 given B3 and OPPOSITE, but responded away from D1 given SAME. Despite the fact that subjects readily showed these patterns, the previous paragraph can initially seem unmanageably complex because of the arbitrary nature of the description. If instead of a relational cue word, we state the beginning performance in English, the pattern of responding is clearer. When the subjects learned that A1 was the opposite of B3 and C3, and the same as B1 and C1, the subject derived that B3 and C3 were the same, and that each of these were the opposite of B1 and C1. When they later learned that the arbitrary stimulus D1 was opposite to C3, during a test phase they then said that D1 was the opposite, not the same as, B3. If this sentence is still difficult, we shall restate it exactly using English and Spanish words so that the nature of the subjects’ performances will be perfectly clear to most readers. When the subjects learned that hot was the opposite of icy and frio, and the same as boiling and caliente, the subject derived that icy and frio were the same and that each of these was the opposite of boiling and caliente. When they later learned that scorching was opposite to frio, during a test phase they then said that scorching was the opposite and not the same as icy. This transition from matching-to-sample descriptions to everyday language descriptions will help us to make an important point. Most adult readers could read the last sentence in that paragraph without difficulty. Had it been presented first, however, the relational performances required to master the sentence would have been totally obscured by the ease with which those very performances occurred. This is the problem of common sense that was described in the first chapter. The arbitrary relational nature of human language is simply not obvious in the domain of common sense. A sentence like “Furthermore, when subjects were later trained to pick the arbitrary stimulus D1 given C3 and OPPOSITE, during a test phase they then picked D1 given B3 and OPPOSITE, but responded away from Dl given SAME” is obviously relational but not obviously relevant to human language. The functionally identical sentence “When they later learned that scorching was opposite to frio, during a test phase they then said that scorching was the opposite and not the same as icy” is obviously relevant to human language but not obviously relational. Common sense works against behavioral sense in this case. RFT is an approach to human language that takes the concept of derived stimulus relations to be the central concept of that domain. Amazingly complex human performances
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– such as the kind of behavior the reader is engaging in as he or she reads this very book – are made fairly simple at the level of process when relating is allowed to serve that central conceptual role. It is only the result that is complex. In the next chapter we will deal with the topic of relations among relations: one of the more advanced forms of relational activity. In this chapter we want merely to focus on how relational networks that seem shockingly complex can emerge from a very small set of relations and relata, and to connect this issue to some of the more challenging aspects of the study of language and cognition. In the network in the Steele and Hayes study, two kinds of relational responses were applied to five stimuli. To see how quickly complex results emerge from simple processes imagine that a given verbal event is related to dozens, perhaps hundreds, of other events. Describing such a network in abstract form (A1, B1 etc.) would seem overwhelming, but in fact normal human adults engage in such activity routinely. Let us take an example. Think of all the “old women” you have known, heard about, seen in the movies, or read about. Now answer the following questions, with as many answers as you can generate in a few seconds. (You may have to put aside your prohibition against prejudicial thoughts to engage in this exercise, but since we are exploring how verbal repertoires work and since even prejudice is part of that repertoire, we hope that will not be a barrier.) What are the attributes of old women? What are old women most like? What is the best thing about old women? What are old women composed of? What is faster than old women? What are old women better than? What are old women the opposite of? What are old women different from? What are old women members of? What came before old women? What can old women do? In this exercise, contextual cues are provided for frames of coordination, opposition, hierarchical class membership, comparison, time, and so on. As each relation is derived, the stimulus functions of “old women” change slightly. In addition to directly trained effects, the functions of this stimulus depend upon the specific combinations of derived relations between this stimulus and others that are present in a given moment. This combination is fluid, and the functions that result are both derived and transformed. For example, when the question was asked “What are old women the opposite of?” some may have answered “a baby,” “an old man,” “a young boy,” “angels,” “shallowness,” “beauty,” “nemow dlo,” “me,” or any of hundreds of other answers. In each instance, the stimulus qualities of “old women” have changed. Consider the person who answered “beauty.” This answer might lead to a visualization of a particularly ugly old woman. If “beauty” is itself related dominantly to “healthy” when the reader answered in this way, the sickly qualities of old women might be accentuated. If “beauty” is related to “superficial” the reader may feel a bit guilty for their bad thought and may be more verbally aware of the depth and wisdom that old women can possess.
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In this exercise eleven questions were asked about old women. Each brought to bear a different kind of relational frame. If three or four answers were given to each question, dozens of relata, each with multiple functions, were brought to bear on the central concept. As each relation was derived, the stimulus functions changed, not just of “old women” but also of the other events that had been related previously to the central term. Literally hundreds of derived stimulus relations could have emerged in the last few minutes for some readers. Some of these “thoughts” may have seemed familiar; some were probably new (the reader may have even said privately “I’ve never thought of that before”). Before we come back to our central point, a second brief exercise making a slightly different point seems warranted. The reader is asked to pick three single digit numbers (you can repeat numbers) and write them down in random order. Now answer the following question, using the first number to pick the word in the first column, the second number to pick the word in the second column, and the third number to pick the word in the third column. How is a… (e.g., banana)



(e.g., more than a)



(e.g., candle).



1. banana 2. race car 3. kangaroo 4. foreman 5. priest 6. football 7. hat 8. computer 9. TV



1. like 2. unlike 3. better than 4. different from 5. worse than a 6. the father of 7. the cause of 8. the partner of 9. the opposite of



1. prostitute? 2. war? 3. chair? 4. candle? 5. house plant? 6. book? 7. mud hole? 8. baby? 9. toilet?



Now attempt to answer what promises to be a rather bizarre question. Generate as many answers as possible in a short time. Actually doing this exercise will be helpful in understanding this section of the chapter, so the authors encourage you to stop and try it before moving on. The primary point of the first exercise is that extremely elaborate relational networks can be generated in a very short time, and that these have perceptible effects on the psychological functions of the related events. The primary point of the second exercise is that the contextual control over relational responding is quite arbitrary. In the first exercise, the “knowledge domain” is familiar and thus one might suppose that all of the opinions about old women were pre-existing and that the answers simply revealed an elaborate relational network that already existed in whole cloth. That seems unlikely, however. Many of the stimulus relations were indeed familiar but probably some seemed forced, artificial, or novel because the contextual cues that demanded the derivation of a relation may have never been contacted in precisely that way before – or at least not in a similar life context. It may not be immediately obvious what to say when confronted with “what came before old women?” for example. In these cases we must suppose that the act of relating did not reveal a previous pattern, but instead elaborated a new one in the moment. This possibility became extremely obvious in the second exercise. There are over 700 possible questions in this simple exercise. It is unlikely that more than a few have ever been
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asked of the reader before. Yet with some thought, virtually every question can be “answered.” The answer may be silly, peculiar, mundane, or profound but it is an answer. Often, in hindsight, the answer will seem to have been explained by the formal properties of the related events. A person answering the question “How is a kangaroo like a chair?” may have said it is because their young sit in their pouches, for example. The physical “truth” of that answer once it is given may make it appear that the relation was not arbitrary at all. Formal properties cannot explain the ability to answer all 729 questions, however, even though physical properties will be appealed to in virtually every answer. These nouns and relations were selected randomly. It is simply not possible that the world is so arranged that every object in the world is in fact (i.e., nonarbitrarily) related to every other object in the world in every possible way. It seems more likely that something of the following sort occurred. An arbitrary contextual cue and two relata were presented and the task was assigned: “answer the question.” This did two things. It supplied the set of events to be related and the nature of the relation to be derived. It also specified an end state to the relational activity: the ability to make a verbal statement that could be justified by the properties of the related events as seen in terms of the specified relation (the “answer”). As an aside, “justification” does not involve physically contacting the actual properties of the relata (as it might if answering the question “how is a kangaroo like a chair?” involved actually sitting in the nearest kangaroo). Instead, “justification” involves contacting the physical properties that themselves enter into relational frames with the specified event. In other words, justification involves an appeal to the physical properties as verbally constructed. To return to the main point, when the reader was asked to “answer the question,” an iterative process of relational activity then occurred. Some of that activity involved contacting previously related verbal attributes of the specified items of interest (what the reader “knows” about the items of interest from life experience, school, books, and so on). As the specified relational frame in the question was applied to these various attributes, the relational networks that resulted were accepted or rejected based on their coherence and an answer was given. This simple example shows the main features of verbal knowledge and analysis from the point of view of Relational Frame Theory. Mutually entailed relations between words or symbols and their referents provide a naturalistic, functional-analytic entering wedge into verbal behavior. Words and symbols participate in relational networks, and the relational frames that participate in these networks help to establish the meaning or psychological functions of the network for the language user. Consider, for example, the simple sentence, “This is a cup.” First, the word “cup” participates in a frame of coordination with the actual cup to which the speaker is referring. Second, the phrase “This is a” may participate in a frame of coordination with other contextual cues that control the frame of coordination itself (e.g., “same as,” “goes with,” “equivalent to,” etc.). Third, the word sequence in the sentence provides grammatical control over relational frames, so that the listener responds appropriately to the statement. For instance, consider the difference between, “This is a cup” and “Is this a cup.” The same words are used in each sentence, but the two statements will typically have different effects upon the listener. We are not suggesting all utterances must follow specific grammatical rules for them to function as relational networks. In certain contexts, a speaker simply saying “Cup” may function in exactly the same way as either “This is a cup” or “Is this a cup?” The function of the single word “cup” in this example will be determined by a range of possible contextual cues, such as the conversational context in which the word
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is uttered, the facial expression of the speaker, the tone of voice, and so forth. From the RFT perspective, single words, grunts, raised eyebrows, a frown, or virtually any discrete event may function as a relational network, even a very complicated one, if the historical and current context supports the relevant verbal functions. 3.1.2. Complete and Coherent Networks



The concept of relational network provides a way to approach the organization of larger language units in everyday terms, such as sentences, paragraphs, chapters, stories, trilogies, and so on. Relational networks can be more or less complete. By “complete” we mean the degree to which the events in the network, and the network itself, serve as a context for relational activity. At the lowest level, a network is complete if there are terms that set the occasion for relational activity necessary to specify a relation between the events in the network. This corresponds closely to the common sense notion of a sentence, and thus one could say that the lowest level of a complete relational network in RFT is a sentence (a similar view can be found in Place, 1998). According to this view, a sentence does not have to make sense to be classified as a sentence, but it does have to form a complete network in the sense just described. The distinction between complete sentences, meaningful sentences, nonsense sentences, and nonsentences flows easily from this view. Consider, for example, the statement, “This cup is a. ..” In ordinary language this would be defined as an incomplete sentence. The approach above would also define this as an incomplete network because the IS A evokes a relational response, a frame of coordination, to be applied to the cup and… something. The “something” is unspecified so the relational response cannot be completed. Sentences that include proper cues for the transformation of stimulus functions (a are meaningful in the pragmatic sense of that term. Meaningful networks are generally complete, but they need not be in a formal sense. For example, a clinician may say to a client “So, you are saying, ‘My life is not going well because I . . .’” and then fall silent. This rhetorical device is meaningful, but it is deliberately incomplete so as to evoke completion of the network by the client. Indeed, incomplete sentences of this kind are commonly used as a form of clinical and educational assessment. Sometimes, sentences are deliberately confusing or paradoxical for the same reason. Linguists have challenged behavioral theories of language on the grounds that they cannot account for nonsense sentences, which virtually by definition have never occurred. In fact, this is not difficult for traditional behavioral theories, but it is particularly easy for an RFT account. Consider the famous nonsense sentence “Colorless green ideas sleep furiously.” This sentence forms a complete relational network. The syntactical structure and the terms themselves serve appropriate functions. It is clear that there is a hierarchical relation between “colorless green” and “ideas,” and between “furiously” and the function word “sleep.” The relational network is nonsense because it is composed of relations that are almost never found in the relational networks that operate in the natural language community, and thus few functions are transformed through the network. For instance, “colorless” and “green” would normally participate in frames of opposition or difference. A “colorless liquid,” for example, is clear, not green. In the foregoing nonsense sentence “colorless” is seemingly an attribute of the color “green.” As a result, there is no transformation of stimulus functions. It seems impossible to see colorless green, since seeing it would involve either seeing green
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(which is not colorless) or colorlessness (which is not green). Sentences without a are purely arbitrary or meaningless, but if they provide both a proper relational context (a and fulfillment of that relational response, they are complete. Thus “Colorless green ideas sleep furiously” specifies a complete but meaningless (albeit rather unusual) relational network. Compare that with the non-sentence “Jockstrap purple monkey dishwasher.” While verbal events are presented, neither the sentence itself nor the larger verbal context of this chapter provides a that would specify the relations to be derived among the words (e.g., what is the relation between the monkey and the dishwasher?). This is a non-sentence because it is not a complete relational network. By adding contextual cues to specify relations among the words, however, the non-sentence may become a meaningful sentence. For example, “Jockstrap IS A purple monkey IN THE dishwasher” is a coherent network because the relations among the terms are specified, and thus relations among all of the elements can be derived. Similarly, the words can become a coherent network by placing another sentence preceding the words that describes how they are related such as “Name three objects” or “List your three favorite possessions.” This same style of thinking allows us to consider the completeness of larger and larger units of language. A network can be complete in a local sense, but not in a larger sense because previous verbal material or the general verbal context specify that a larger relational network is being formed which requires certain features to be complete. Suppose a parent says the following to a small child: “Let me tell you a story. Once upon a time there was a king who went on a quest to find a magical ring.” If the parent then sits down and says nothing more, a child with even preschool verbal abilities will quickly demand, “tell me the rest of the story!” In this case, the child’s history with the larger relational networks called “stories” combine with cues, such as the parent’s first sentence or the first phrase of the second sentence, to establish a function. “There was a king who went on a quest to find a magical ring” is a complete sentence because there is a fulfilled in the sentence and no that are unfulfilled at that level, but it is not a complete story because that larger relational network would specify how the quest turned out. Sometimes parents who are weary of telling stories have a bit of fun at their children’s expense by taking advantage of what it literally takes to remove such a For example, the parent may say with a great flourish and much fluffing of the pillows “Let me tell you a story. Once upon a time there was a king who went on a quest to find a magical ring. But he fell off his horse and died. The end. Now go to sleep.” Any child worth his salt will immediately scream “That’s no good!” but the humor comes because it is technically complete at the level of a story – it is just a terribly bad story that is not worth the telling and certainly not worth the sleeping. A wide variety of cues define what is a complete relational network in an extended sense – a book cover, an assigned time for a lecture, the words “Episode 1,” pauses in a dyadic interaction, the words “A sonnet,” the words “a mathematical proof,” and so on, are all examples of such cues. How big or how small the unit, or the specific relational features that are required to complete that unit, are determined by the specific contextual cues and one’s history with them. Post-modernists and deconstructionists enjoy orienting listeners to how their own history provides such relational contexts: often that orientation is a main point of their creative work. For example, giving a “poetry” recital that is entirely silent, or beginning a novel with the middle of a story and then proceeding to the end and then the beginning, deliberately takes advantage of pre-existing implicit contextual cues that specify when a larger relational network is complete and meaningful. Attacking such cues can itself provide
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a complete and meaningful network – much to the frustration of deconstructionists who may discover another kind of conventionality in their own iconoclasm. In summary, in our approach, the concept of stimulus relation begins to dominate over the concept of stimulus class. In a superficial way, this begins to look rather more like the network theories of meaning found in cognitive psychology (e.g., Barsalou, 1999; Deacon, 1997) than traditional behavior analysis. In behavioral laboratories, however, networks of derived relations are neither hypothetical nor inferred, and they are neither structures nor mental events. They are contextually situated actions. 3.1.3. Why Do We Need the Concept of Stimulus Relation?



There is a way to sustain a class-based analysis of the data on multiple stimulus relations. Sidman (1994) attempted to do just this when he wrote: “… the fact that a stimulus pair can be brought via contextual control into such differing relations as same, opposite, different, and so forth, can be handled by any formulation of equivalence that recognizes the role of context” (1994, p. 561). This sentence appears to be Sidman’s only treatment of multiple stimulus relations but it seems worth considering how one might develop such a class-based approach. Two things need to be done to accommodate the concept of stimulus class with the data on multiple stimulus relations. First, the term “class” must be used simply to indicate the consistent choice of one stimulus in the presence of another stimulus. This is necessary because the classes that result from studies of multiple stimulus relations often do not have the defining features of normal equivalence classes (e.g., transitivity). If we use the term “class” in this way, any consistent matching-to-sample responding is indicative of a “class” by definition–the overall patterns of relational responding are therefore simply classes under contextual control. Thus, if a subject in the Steele and Hayes study chooses C3 in the presence of B1 and OPPOSITE, the subject is not relating the two as opposite. If relations give rise to classes, the primacy of classes in the analysis of stimulus relations would be overthrown. Instead, the subject is placing C3 and B1 in a class under the contextual control of the OPPOSITE cue. Using our natural language reconstruction of the Steele and Hayes data, it is not that a subject relates boiling and frio as opposite, but rather boiling and frio are placed into a class under the contextual control of the OPPOSITE cue. Second, the patterns of contextual control do not have to be explained in detail. Consider again the results from Steele and Hayes. In their study they found that stimulus pairs trained in the presence of OPPOSITE that were an odd number of nodes away were chosen (were “in a class”) given SAME, but stimulus pairs trained in the presence of OPPOSITE that were an even number of nodes away were chosen (were “in a class”) given OPPOSITE. Stated in terms of our natural language translation, subjects who learned the opposite relations hot-icy; hotfrio; and frio-scorching knew that icy and frio (which were both selected only given OPPOSITE) did not go into a class under the cue OPPOSITE, while scorching and icy (which were also both selected only given OPPOSITE) did go into a class under OPPOSITE. We need to explain how the OPPOSITE cue acquired this odd class-organizing function based simply on pretraining subjects to pick physically opposite stimuli in the presence of the cue. If contextual control over an innate process of equivalence class formation is learned (Sidman, 1994; see Barnes, 1994, p. 94) we would have to appeal to a behavioral history with such contextual cues. But how would this be taught? First, it would likely be taught through the same type of behavioral history that RFT argues is required to establish responding in
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accordance with multiple stimulus relations. Second, this behavioral history would have to establish cues with distinct functions in different parts of a stimulus network (e.g., the OPPOSITE cue interacts with the number of nodes between events). These functions are themselves difficult to accommodate in terms of stimulus classes, because the overall pattern of contextual control would still have to be explained. Perhaps the most serious problem for the concept of stimulus class in accounting for multiple stimulus relations emerges when examining the data on the transformation of stimulus functions through multiple stimulus relations. A study by Dymond and Barnes (1995) provides a relevant example of the kind of multiple relation study that is at the heart of RFT research, and thus we will spend some time on it simply to prepare the reader for similar research that will be described later on. Even simplestimulus networks can be difficult to understand and thus we suggest that the reader examine the figure as we move through this study. Dymond and Barnes employed procedures like those used by Steele and Hayes to pretrain the three contextual cues of SAME, MORE-THAN, and LESS-THAN using nonarbitrary stimulus sets (for example, subjects were trained to select a six star comparison in the presence of a three star sample given the MORE-THAN cue). After this pretraining, the subjects were trained in six arbitrarily applicable relations using the three contextual cues. The four most important relations were: SAME/B1-A1 (i.e., B1 is the same as A1); SAME/ C1-A1; LESS-THAN/B2-A1; MORE-THAN/C2-A1. In English, the resulting relational network can be described this way: B1 is the same as A1 and C1; B2 is less than A1 while C2 is more than A1. The subjects were then tested for seven derived relations, the following three relations being the most critical; SAME/B1-C1 (this is just a test of an equivalence class between A1, B1, and C1); MORE-THAN/C2-B1 (since C2 is more than A1, which is the same as B1, C2 is more than B1), and LESS-THAN/B2-B1 (since B2 is less than A1, which is the same as Bl, B2 is less than B1). These various relations are shown in Figure 1. Three schedules of reinforcement were then used to establish three different response patterns – no response, one response only, and two responses only – and each subject was trained to choose different stimuli conditional upon which of the three patterns had just been produced on a given trial. Dymond and Barnes predicted that if picking stimulus B1 after making one response was reinforced, a subject, without further training, would then choose the following: 1. C1 following ‘one response.’ This would happen because C1 and A1, and B1 and A1 were in frames of coordination and thus C1 would acquire the same function as B1 by virtue of a transfer of function through the frame of coordination. 2. B2 following ‘no response.’ This would happen because B2 was less than A1 and A1 and B1 were equivalent. Thus, B2 would acquire a response function that is less than the B1 function. 3. C2 following ‘two responses.’ This would happen because C2 was more than A1 and A1 and B1 were equivalent. Thus, C2 would acquire a response function that is more than the B1 function (i.e., see Figure 1, upper section). All four subjects performed as predicted. This is a clear instance of the transformation of what we can think of as self-discrimination functions (see Dymond and Barnes, 1996; Roche and Barnes, 1996, 1997; Roche, Barnes-Holmes, Smeets, Barnes-Holmes, and McGeady, 2000, for related empirical research). We must use the term transformation, rather than transfer, to describe the Dymond and Barnes data, because the pattern of responding
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observed during the self-discrimination test does not involve the simple transferring of functions from one stimulus to another. The experimenters explicitly trained the one-response function with B1, and it did indeed transfer to C1, which was in an equivalence relation with B1. This function did not transfer to B2 and C2, however. From an RFT point of view these functions should not transfer since neither B2 nor C2 were in a frame of coordination with B1. Rather, the ‘one response’ function of B1 was transformed in accordance with more-than and less-than relations among the stimuli. B2 acquired a zero-response function since it was in a less-than frame with B1, which had a one-response function. C2 acquired a two-response function because it was in a more-than frame with B1 and its one response function. Predicting or even describing the test performances reported by Dymond and Barnes (1995) in terms of equivalence, or other stimulus classes, is highly problematic. Distinct functions emerged for C1, B2, and C2, and these functions were in accordance with the derived relations among these stimuli and B1. The RFT interpretation of these data is clearcut, but a stimulus class-based account would apparently require that three separate classes be invoked, one for each function. However, simply invoking three different classes does not allow one to predict the specific transformation of functions shown in the study. Even if B1,
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B2, and C2 were members of three different classes, establishing a one-response function for B1 leaves the untrained functions of B2 and C2 unspecified. One struggles to work out how to deal with these data using only class concepts. Perhaps all the stimuli could participate in an equivalence class if the function transformation was controlled, to some degree, by the nodal distances among the stimuli in the class (see Fields, Adams, and Verhave, 1993). This is the interpretation we offered earlier when we tried to imagine what Sidman might have meant by the idea that multiple stimulus relations can be handled by any formulation of equivalence that recognizes the role of context (e.g., OPPOSITE controls different classes depending on the nodal distance). Nodality will not work in this context, however, because it would not account for the direction of change in the self-discrimination functions. B2 and C2 were both removed by one node (i.e., A1) from the B1 stimulus. Dymond and Barnes considered two other class-based interpretations of their data (separable stimulus compounds and ordinal classes) and they found these also to be inadequate (Dymond and Barnes, 1995, p. 182-183), but these discussions are too arcane to describe here. It seems much easier simply to embrace the concept of relational responses. There is nothing in behavior analytic theorizing that prohibits such an idea, and quite similar concepts have been used in nonarbitrary situations previously. Thinking of equivalence relations and other types of stimulus relations as relational operants makes quick sense of the data in a very parsimonious fashion. What is a bit overwhelming about the concept of relational operants is the way they can explode into incredibly complex relational networks, with complex forms of the transformation of stimulus functions… but then, that is also what is exciting about them.



3.2. CONTEXTUAL CONTROL OVER RELATIONS AND FUNCTIONS What manages this complexity is contextual control. We have distinguished between two forms: contextual control over the derivation of stimulus relations and contextual control over the transformation of stimulus functions. In two senses these are co-defining properties: patterns of transformation of help define the nature of a relational response, and derived relations are in a sense a transformation of stimulus functions (e.g., simple symmetry involves the functional reversibility of two distinct stimulus functions). Nevertheless, it is useful to treat them separately since any derived relation sets the occasion for new or later functions of an event in a relational network to alter the functions of other events in the network. In the laboratory it is relatively easy to model the distinction. In the natural language situation, it is more complex. Both verbal and nonverbal events can serve contextual control functions. Entire verbal networks can serve this same role. For example, verbal concepts coherent networks of derived stimulus relations that allow both the mutual transformation of stimulus functions within that network, and discrimination between that network and others – can regulate the relations and functions of other verbal concepts. Nonarbitrary events in the previously nonverbal world may have their functions modified via participation in relational networks and to that degree become “verbal.” These may themselves serve as cues for additional verbal relational activity. The simultaneous contextual control of derived stimulus relations and the transformation of stimulus functions has been modeled in one study. It seems worth reviewing in order to show how these concepts play out in an experimental context, and to show how unbelievably
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complex and yet entirely coherent results can emerge from even a very small set of relations and functions once contextual control is introduced. Wulfert and Hayes (1988) examined the transfer of a contextually controlled ordering response function through contextually controlled equivalence classes. The strategy of the study was simple. First, two four-member equivalence classes were established in the presence of a particular context (the in this case was the background color of the computer screen). Given a green background, selecting Bl, Cl and Dl was reinforced in the presence of sample stimulus Al, whereas selecting B2, C2, and D2 was reinforced in the presence of sample A2. The equivalence relations thus were GREEN/A1-B1-C1-D1 and GREEN/A2-
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B2-C2-D2. Subjects were then trained in a sequential ordering task, using one stimulus from each network. When presented with Bl and B2, pressing Bl first and B2 second was reinforced. Once this sequence was trained, subjects reliably sequenced all other stimuli in both networks without explicit training. That is, subjects consistently selected the stimuli from class 1 (Al, Cl, and Dl) before selecting those from class 2 (A2, C2, and D2). In the second phase of the experiment the equivalence relations were brought under contextual control. When the background color changed from green to red, two of the comparison pairs swapped classes (i.e., Cl and Dl moved to class 2 and C2 and D2 moved to class 1). This led to four distinct relational networks: GREEN RED



/A1-B1-C1-D1 /A1-B1-C2-D2



GREEN RED



/A2-B2-C2-D2 /A2-B2-C1-D1



When the ordering response was now examined in the presence of the two different background colors, the sequences changed. In the presence of green all was as before, but in the presence of red, C2 now came before C1, and D2 came before D1. This makes sense because the subjects had learned to sequence B1 before B2, and in the presence of red, B1 was in a frame of coordination with C2 and D2, not C1 and D1 as before. The last phase of the study brought the sequencing function under contextual control. The was either a high-pitched tone, in which case the original ‘B1 first-B2 second’ sequence was reinforced, or a low tone, in which case ‘B2 first-Bl second’ was reinforced. Consider just the two C stimuli. Four different untrained sequences emerged based on the four possible combinations of the screen colors and tone (e.g., given the high-tone and green background, subjects selected C1 before C2 while in the presence of the high-tone and red background, subjects selected C2 before C1 and so on). Figure 2 (on the preceding page) presents a schematic representation of the trained and derived relations in this study. By combining the different relational and functional contexts, one hundred and twenty untrained sequences among all of the stimuli emerged from only eight trained sequences for all subjects. The generative qualities of these performances are profound. The ratio of derived to trained performances was 15 to 1 in this study, even though a very simple network was established. Because that ratio increases as the network becomes more complex, new verbal relations in normal adults – with their repertoire of tens of thousands of terms controlled by myriad contextual cues – can be incalculably generative.



3.3. CONSTRUCTING A METHOD TO STUDY MULTIPLE STIMULUS RELATIONS: THE RELATIONAL EVALUATION PROCEDURE



Use of the matching-to-sample methodology to study multiple stimulus relations can only take RFT research so far. There are three majorreasons for this. First, as we have noted earlier, matching-to-sample results can always be analyzed in class terms due to the nature of the response. Second, key forms of responding other than picking (e.g., productive responses) are difficult to study using the matching-to-sample procedure. Finally, the methods and results are just too slow and cumbersome to model and analyze natural language performances. The Relational Evaluation Procedure (REP) is an example of the kinds of new method that are needed to avoid these difficulties (Hayes and Barnes, 1997; see also Cullinan, Barnes,
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and Smeets, 1998; Cullinan, Barnes-Holmes, and Smeets, 2000). The core method involves allowing subjects to evaluate, or report on, the stimulus relation or relations that are presented on a given trial. In the typical approach, subjects may confirm or deny the applicability of particular stimulus relations to other sets of stimulus relations. In this way, the focus shifts from stimulus partitioning and picking (with its class connotations) to relational specification and evaluation. As we will show in a later chapter, with this shift in emphasis, the door easily swings open to establishing a tight link between the study of derived stimulus relations and the functional analysis of rule-governance. We will describe the REP in some detail, both because we suspect that it will be a major source of new research and because it helps the reader understand the difference between relational and class oriented methods.
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3.3.1. Before-After Training



One version of the REP that we have been developing starts with training on Before and After relations. On each trial of this training, two arbitrary stimuli are presented, one after the other, in the middle of a computer screen (e.g., ). The presentation of these two stimuli constitutes a type of nonarbitrary stimulus event (nonarbitrary because the two elements are physically related in time – one before or after the other). Shortly after this stimulus event has been presented, three-element comparison stimuli (which we refer to as “statements”) appear on the screen, one in the lower left-hand corner, and the other in the lower right-hand corner. Both statements contain a stimulus just shown (e.g., CUG), an arbitrary relational contextual cue (e.g., XXX or VVV), and the other stimulus just displayed (e.g., ZID) (for ease of communication, alphanumeric labels will be used from now on). Subjects are required to select one of the two statements, and are then given contingent feedback (see Figure 3 on the preceding page). Note that statements are presented from bottom to top so that the procedure does not rely too heavily upon reading skills acquired during the subjects’ pre-experimental histories (i.e., no natural language involves reading from the bottom up). Imagine now that we wish to establish XXX as functionally equivalent to the relational cue “BEFORE.” To do so, choosing the statement CUG (A1) XXX ZID (B1) should be reinforced if A1 was physically presented before B1 at the beginning of the trial (see Figure 4). Similarly, if we wish to establish VVV as functionally equivalent to the relational cue “AFTER,” choosing the statement A1 VVV B1 should be reinforced if A1 was previously presented after B1. When the BEFORE and AFTER cues have been trained in this way, they can then be tested using new stimuli (see Figure 4). The important point here is that like statements in natural language, the correctness of the “statements” cannot be identified on the basis of the two nonsense syllables, nor the relational contextual cue, but only on the relation among all of these to the nonarbitrary stimulus events presented at the beginning of the trial. 3.3.2. Evaluation of Statements



When the “meanings” or functions of the relational contextual cues have been established, two statements can now be presented and subjects can be trained to respond by either affirming or denying that the statements “agree” with one another, instead of choosing a statement from two or more “comparison” statements (see Figure 5 on page 68). If, for example, the statement B1 BEFORE A1 is presented above the second statement A1 BEFORE B1, the two statements clearly do not agree. In this case, the subject would receive a point for selecting one of two novel nonsense syllables (the syllable thus becomes functionally equivalent to “No” or “False”). On other trials, A1 BEFORE B1 might be presented with the statement B1 AFTER A1, and a point would be awarded for choosing the “Yes” or “True” stimulus. Once the “Yes” and “No” functions have been trained in this way, they can then be tested using new stimuli (see Figure 5). When this type of procedure has been established subjects can then be trained and tested on completely novel sets of stimulus relations using the “Yes” and “No” stimuli. Just as with natural language, stimulus relations can be established without the need for explicit, overt responding. For example, simply presenting A1 BEFORE B1 “Yes” to a subject, would likely establish that A1 came first and B1 came second. Furthermore, any relational stimulus can be
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trained in this way, provided only that the subject has been exposed to the appropriate pretraining exemplars. In fact, as outlined in Chapter 6, we have used this method to develop a functional-analytic analog of rule-following behaviors. The REP does not require the use of instructions, and thus could readily be adapted for use with nonhuman subjects (a meaningful point because nonhuman research seems needed to address some of the issues raised by the RFT approach to language; see Barnes and Roche, 1996, pp. 501-502). Our main reason for outlining the REP is to highlight the extent to which the traditional matching-to-sample procedure has emphasized stimulus classes over stimulus relations, and to provide an example of a procedure that focuses on stimulus relations. There is little doubt that it is very difficult to interpret REP performances in terms of stimulus classes alone. Consider the following test performance, for example; C1 AFTER D1 / D1 AFTER C1 – pick “No.” When the subject chooses the “No” nonsense syllable, should we see it as participating in an equivalence class with D1 AFTER C1? If so, then its involvement in this class must be
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under complex forms of contextual control, because on other tasks D1 AFTER C1 controls picking “Yes,” and on yet other tasks D1 BEFORE C1, and C1 BEFORE D1 also control picking “No.” We are not arguing, of course, that a class-based interpretation could not be constructed for these performances, but we would seriously question the functional utility of approaching the data in such a way, especially as the research moves towards rule-governance, and as more complex tasks are used. In contrast to a class-based interpretation, consider how easily REP data may be described in terms of multiple stimulus relations. From this point of view, the subject is presented, on any particular trial, with a specific piece of a relational network (e.g., one statement) so that it can be compared to the remaining section of the network presented elsewhere (another statement). In effect, when a subject selects “No” when presented with C1 AFTER D1 / C1 BEFORE D1, the response is determined by the arbitrarily applicable relation C1 AFTER D1, the arbitrarily applicable relation BEFORE being applied to C1 and D1, and the relation of difference that obtains between the two (i.e., the arbitrarily applied relation C1 AFTER D1 is different than the arbitrarily specified C1 BEFORE D1). This simple description in terms of a relational network may be applied with relative ease to any of the REP tasks outlined previously, or to their more complicated forms (see Chapter 6). It is very difficult to interpret REP performances in basic partitioning or class terms, because what separates correct from incorrect responses is the applicability of stimulus relations, not mere stimulus partitions. 3.3.3. Grammar and Coherence



Our work with the REP has oriented us to several important features of relational responding that are not as evident in the normal matching-to-sample procedure. It has become clear to us how important contextual cues are in controlling or specifying the direction of nonsymmetrical relations. During the BEFORE-AFTER training, for example, the procedure established a consistent direction for the trained and tested relations. This was done in the early stages by presenting all of the statements from the bottom up, so that subjects would always read in the same direction. If we had not done this, presenting A and B with a BEFORE cue would fail to specify whether the relation was A before B or B before A. Depending on the subject’s performance, this could make it impossible for us to predict the subject’s response patterns during subsequent test phases, but worse it could lead to entirely predictable performances that are nevertheless ambiguous. For example, consider the network A > B > C. Given that network, what is the proper answer to the question A < C? The clear answer is “False.” It is grammar (and in this case the nonarbitrary characteristics of the relational cues “>” and “B). On other trials involving three coins, for example, the child was told that one coin would buy less sweets than another coin, and that this coin would buy less sweets than yet another coin (i.e., A 
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