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Preface Much has happened in the 10 years or so since the ﬁrst edition of Human Safety and Risk Management was published. New journals on risk and safety have appeared — for example, Health, Risk & Society; Journal of Risk Research; Policy and Practice in Health and Safety; Risk, Decision and Policy; Risk Management: An International Journal; and Transportation Research Part F: Trafﬁc Psychology and Behaviour. Longer established journals in the risk and safety ﬁeld have gone from strength to strength, including: Accident Analysis and Prevention, Journal of Safety Research, Risk Analysis, Safety Science, and Work & Stress. The large amount of recent research literature that has been generated in the risk and safety ﬁeld is reﬂected in two completely new chapters in this second edition. Over 56% of more than the 300 works referenced in Chapter 2 have appeared since the ﬁrst edition of this book was published, while well over 70% of the 200 referenced works in the new chapter on safety culture have appeared since the publication of the ﬁrst edition. Nearly 500 references cited within the book have appeared since 2000. In addition to including the new substantive chapters in this edition (though it is inevitable that our attempts to access and include the considerable volume of potential new material fall short in many areas), we have updated our text in numerous ways and have reworked material from the earlier edition. In these endeavors, we are delighted that Dr. Sharon Clarke joined the author team, adding her expertise and knowledge to that of the authors of the ﬁrst edition. The greatly increased volume of relevant material has been accompanied by changes in the way in which some concepts associated with risk and safety have been understood and presented. Controversies that have developed since the ﬁrst edition was published include use of the term accident. While still in widespread public use, many authorities and sources increasingly eschew this term as being value laden and potentially prejudging blame through ascribing exclusive or prime personal agency at an event’s location by attribution of emotional content. Workplace accidents typically involve one, or occasionally more, workers being injured as a result of encountering some energy force — for example, gravity, pressure, and heat — often exacerbated by other factors. We consider a more objective referent to be injuries — an undesired outcome that is frequently the object of prevention activity. Personal injuries can usefully be distinguished from incidents (a broader term that could involve plant or equipment damage), disasters — which are large-scale and could involve multiple fatalities, and near-hits (also called near-misses). The term accident has similarly come under critical scrutiny in the road transport domain, where it is increasingly being replaced by the more accurate and less emotive term crash. Wherever possible in this edition, we adopt this terminology. Exceptions include occasions when we describe the work of others whose use of the term accident cannot readily be reassigned. This book’s orientation is primarily, though not exclusively, psychological. Understanding risk and safety issues inevitably involves many disciplines, as does their effective management, and we acknowledge that an approach from any single discipline will be inadequate in addressing the full gamut of relevant issues. Thus, in Chapter 2, we explore a
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wide range of approaches to risk, only some of which have their origins within psychology and cognate ﬁelds. In subsequent chapters, individual differences, but also some of the many ways in which human beings are alike, are explored within a risk and safety context. Throughout the book we draw on a range of disciplines as appropriate, with the overriding aim of increasing understanding of this important ﬁeld of scientiﬁc study and professional practice. We have identiﬁed the core audience for this book by the generic term scientist practitioner, primarily, although not exclusively those who work in safety, risk, and related ﬁelds. This term is used in the United States, Australia, and elsewhere to refer to those who straddle the divide between research and practice, and whose orientation has been considered as under threat within the broader organizational psychology domain, particularly within the United Kingdom (Anderson et al., 2001). Our reference to safety and risk scientist practitioners throughout the book should be taken to imply that all those who consider themselves to be, or who aspire to become, scientists or researchers in the broadest sense, and those who have an interest in health, safety, risk, and related topics are also to an extent practitioners — again in the broadest sense, including for example, the practice of teaching and writing as well as other forms of practice, such as training and consultancy. Similarly, practitioners in any ﬁeld of health, safety and risk, in whatever form, should have the option of basing their practice upon scientiﬁc ﬁndings, even if they themselves do not consider themselves primarily to be scientists. To this extent, the term could encompass all those who work in the health, safety, and risk ﬁeld, in whatever guise. We occasionally use an alternative synonym health and safety professional. One of our hopes is that the combination of scientiﬁc evidence, practical examples, and case studies presented in this book will go some way toward bridging the practitioner–researcher divide described by Anderson et al. (2001), at least within the safety and risk domain of organizational psychology.
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Glossary AA ABS ACAS ACSNI ACTH AET AIDS ALARA ALARP AS ATP AUD AVM AWA AWS



Automobile Association (U.K.) Advanced braking system Advisory, Conciliation, and Arbitration Service (U.K.) Advisory Committee on the Safety of Nuclear Installations (U.K.) Adrenocortico tropic hormone Affective events theory Acquired immune deﬁciency syndrome As low as reasonably achievable As low as reasonably practicable Australian Standard Automatic train protection Australian dollar Air vibration monitor Australian workplace agreement Automatic warning system (for trains)



BACT BBC BBS BRPM BS BSI BSP



Best available control technology British Broadcasting Corporation Behavior-based safety Basic risk perception model British Standard British Standards Institution Behavioral safety process



CASA CBA CBI CBT CEO CFIT CFQ CHD CO2 COSHH CRM CST CT



Civil Airline Safety Authority (Australia) Cost beneﬁt analysis Confederation of British Industry Cognitive behavior therapy Chief executive ofﬁcer Controlled ﬂight into terrain Cognitive Failures Questionnaire Coronary heart disease Carbon dioxide Control of Substances Hazardous to Health (U.K. legislation) Crew resource management Climate safety tool Cultural theory
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dB DSE DTA



Decibel Display screen equipment Dynamic task allocation



EAP EC EC-JRC EEC e.g. EPI ESP et al. EU



Employee assistance program European Commission European Communities Joint Research Centre European Economic Community For example Eysenck Personality Inventory Extra sensory perception et alia (and others) European Union



f



FA FFPI FMEA



Feet Degrees Fahrenheit Football Association (England) Five-Factor Personality Inventory Failure modes and effects analysis



GB GDP GEMS GFT GHQ GSK



Great Britain Gross domestic product Generic error modeling system General failure type General Health Questionnaire GlaxoSmithKline



h H HAM H&S HAZOP HBM HFIT HGV HIV HMSO HPWS HR HRA HRM HRO HSC HSE HSG HSL HTA Hz



Hours High Hierarchy of abstraction modeling Health and safety Hazard and operability study Health belief model Human Factors Investigation Tool Heavy goods vehicle Human immuno deﬁciency virus Her Majesty’s Stationery Ofﬁce (U.K.) High performance workplace system Human resources Human reliability assessment Human resources management High reliability organization Health and Safety Commission (U.K.) Health and Safety Executive (U.K.) Health and safety guidance Health and Safety Laboratory (U.K.) Hierarchical task analysis Hertz



◦F



clarke: “3090_c000” — 2006/3/16 — 20:59 — page 12 — #12



IAEA ICT i.e. ILO INSAG IPO IQ IR ISO IWO



International Atomic Energy Agency Information and communications technology That is International Labor Organization International Nuclear Safety Advisory Group Inputs, process, outputs (model) Intelligent quotient Industrial relations International Standards Organization Industrial, work, and organizational (psychology)



JCQ



Job content questionnaire



KB kph KSA



Knowledge based Kilometers per hour Knowledge, skills, abilities



L LMX LoC LPC LTIFR



Low Leader–member exchange Locus of control Least preferred coworker Lost time injury frequency rate



m MAO MAUT MBE ME MIV MLQ MMR MORT MRI



Meters Monoamino oxidase Multi-attribute theory Management-by-exception Myalgic encephalomyelitis Main inlet valve Multifactor leadership questionnaire Mumps, measles, and rubella (vaccine) Management oversight and risk tree Magnetic resonance imaging



N NA n-Ach NASA n.d. NHS NIOSH



Number Negative affectivity Need for achievement National Aeronautical Space Administration No date National Health Service (U.K.) National Institute for Occupational Health and Safety (U.S.) National Nuclear Corporation (U.K.) National Occupational Health and Safety Commission (Australia) Net present value New South Wales (Australia) New Zealand Standard



NNC NOHSC NPV NSW NZS
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OBMod OCB OECD OHS OHSC OHSM OHSMS OIM OPQ OSCI OSHA



Organizational behavior modiﬁcation Organizational citizenship behavior Organization for Economic Cooperation and Development Occupational health and safety Occupational health and safety committee Occupational health and safety management Occupational health and safety management system Offshore installation manager (company) Occupational Personality Questionnaire Organizational and safety climate inventory Occupational Safety and Health Administration (U.S.)



p PA PBR PE PhD PHEA PIF PP PPE PR PRA PRP PSB PSF PSV PTSD



Probability Positive affectivity Payment by results Person–environment (ﬁt) Doctor of Philosophy Predictive human error analysis Performance inﬂuencing factor Precautionary principle Personal protective equipment Public relations Probabilistic risk assessment Performance related pay Pumped Storage Business (U.K.) Performance shaping factor Public service vehicle Post traumatic stress disorder



QC QHSE



Queen’s Counsel Quality, health, safety, and environment



r RA RAAF RAF RB RBR RET RHT RM RMS RMT RP RR RSI



Correlation coefﬁcient Risk assessment Royal Australian Air Force Royal Air Force Rules-based Risk-based regulation Rational emotive therapy Risk homeostasis theory Risk management Risk management standard Risk motivation theory Risk perception Risk resolution Repetitive strain injury



SARF SB SCT sec SEM



Social ampliﬁcation of risk framework Skills-based Social capital theory Second (time unit) Structural equation modeling
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SHE SIOP SME SMS SPAD SS SSD SSS



Safety, health, and environment Society of Industrial and Organizational Psychology Small and medium-sized enterprise Safety management system Signal passed at danger Sensation seeking System state diagram Sensation seeking scale



TA TABP TAFEI TAT THERP TMI TPB TRA TRRL TSC TV



Task analysis Type A behavior pattern Task analysis for human error identiﬁcation Thematic Apperception Test Technique for human error rate prediction Three Mile Island Theory of planned behavior Theory of reasoned action Transport and Road Research Laboratory (U.K.) Total safety culture Television



UCL U.K. UKAEA UN UQ U.S. USAF USS UWIST



University College London United Kingdom United Kingdom Atomic Energy Authority United Nations University of Queensland United States U.S. Airforce U.S. ship University of Wales Institute of Science and Technology



VALS VDU vs.



Values and lifestyle Visual display unit Versus



16PF



Sixteen personality factors (Cattell)
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chapter one



Introduction In contrast to earlier epochs, it seems that contemporary issues are increasingly deﬁned in terms of risk — a framework that is explored in greater detail in Chapter 2. That risk is in danger of becoming a catchall concept for much of human behavior is illustrated by a spoof claim in a satirical website that an international “consortium of scientists, mathematicians and philosophers is nearing the completion of the ambitious, decade-long project of cataloguing everything that can go wrong” (The Onion, 2005), with the added claim that once the list is completed it will be coded and categorized and that it could have widespread applications. Closer to reality, the Organization for Economic Cooperation and Development (OECD, 2003) has argued for a risk management approach to a wide range of risks that involves interdisciplinary cooperation — a theme revisited in later chapters. Hovden (2004) considered that the philosophical basis for a science of risk could be traced back to Jean Jaques Rousseau’s attribution of the large death toll (>100,000) in the 1755 Lisbon earthquake to human decision making that resulted in building 20,000 six to seven storey houses in a known seismic location. In a Norwegian case study, Hovden (2004) observed that Perrow (1984) and Turner and Pidgeon (1997) began a new era in risk research. One response to Perrow was the notion of high reliability organizations (HROs) (LaPorte & Consolini, 1991). Hopkins (2000) and Weick (1989) considered vulnerability and resilience of organizations, while Hale et al. (2002) dealt with consequences for risk legislation and regulation.



1.1 Establishing the ﬁeld Our prime concern in this book, as with the ﬁrst edition, is to explore the role that psychology can usefully play in occupational health and safety (OHS) and risk management. Psychology and psychologists have been criticized for the shortcomings of their alleged role in OHS. For example, Frick et al. (2000) stated that, “The entrance of organizational and industrial psychologists to the ‘new’ ﬁeld of systematic OHSM [occupational health and safety management] has also lent a more scientiﬁc nimbus to the authoritarian strategy of modifying worker behaviour rather than risk exposure at the workplace” (p. 5). In similar vein, Walters and Frick (2000) stated, “With the growing market of OHSM systems . . . industrial and organisational psychologists now try to reintroduce behaviour as the main ‘risk factor’ to control such systems” (p. 54). Such criticism is misdirected. First, it is highly selective and therefore inaccurate, in respect of much of psychologists’ current work in OHS, which spans a considerable range of human activities, including those relating to cognitive, social, organizational, environmental, and educational domains — in addition 1
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to behavioral as well as the human factors ﬁeld. Second, to criticize psychologists for studying behavior — or in this case safe behavior, is akin to criticizing physicians for studying health and illness — it’s what psychologists do! To berate a discipline for its subject material seems perverse. As part of their general critique of technical approaches to OHS, including the medical model, and ergonomics for its individual approach, managerial orientation and apparent unwillingness to consider the broader picture, Bohle and Quinlan (2000) are similarly critical of psychologists’ contribution to OHS as being overly focused on individual factors in accident causation, having a management orientation and developing victim-blaming models. Sociologists on the other hand blame the system, perceive injury as inherent in the nature of work, and address conﬂicts of interest as a fundamental aspect of OHS. Compartmentalizing the contributions of various disciplinary areas risks labeling each too rigidly and ignores the potential for a more eclectic approach — for example, from individuals with higher OHS qualiﬁcations or by those able to transcend arbitrary disciplinary boundaries. The essence of such criticism seems to be twofold. First, through their research and consulting activities in OHS, psychologists, serve management and not workers. Second, that psychologists focus upon safe person/behavior rather than safe place strategies. To the extent that psychologists are subject to the same constraints that attach to those who must work to survive, the ﬁrst criticism may be valid. Psychologists are workers too — highly skilled ones, to the extent that they sell their labor to an employer, and like all workers are obliged to undertake the work for which they are remunerated. However, academic psychologists also have a disciplinary base from which they are expected to exercise a degree of balance in their work. For some years psychologists in all developed countries have been obliged to adhere to strict professional ethical codes, reinforced by sanctions, among whose strictures are that in their professional dealings they should serve all constituents within the context of the conﬂicts and power imbalances that are acknowledged to exist between parties — including that which exists between themselves and their clients or research participants (Lowman, 1998). Impugning the integrity of a profession that is genuinely seeking to acknowledge and to address power imbalances in workplaces and elsewhere is, at the very least, unhelpful. There is a need to study human behavior as part of the complex OHS picture. Surely no one would suggest that it is neither useful nor helpful to educate and train people to be safe? The issue is more to do with the overall balance of safe person/safe place strategies, and clearly both are needed. The quote from Frick et al. (2000) implied that organizational psychologists are concerned exclusively with modifying worker behavior, rather than seeking to inﬂuence management behavior, and thereby reduce risk exposure. As a crude measure of the relative importance of this topic within the ﬁeld of organizational psychology as applied to OHS, in the ﬁrst edition of this book, the topic of behavior modiﬁcation — perhaps the embodiment of a safe person approach, took up less than two pages out of the 341 pages of text. The topic is not ignored, but this gives some idea of our view of its place in the overall contribution of psychology to OHS. In this current edition, we have increased this coverage, both to reﬂect more recent work in the ﬁeld and to outline more of the strengths and shortcomings of this approach. Most researchers and consultants recognize the need for a pragmatic approach on many occasions — seeking to determine what works. Unless we can talk the language of management there is virtually no hope of inﬂuencing the way organizations manage OHS, however apposite the underlying theory. Theorists from other disciplines, including economics (Bernstein, 1996) and anthropology (Douglas, 1992) have also denigrated or downplayed psychological contributions in the domain of risk. However, residing in an Ivory Tower is not an option for inﬂuencing OHS. It is totally acceptable to criticize psychologists and other technicians, but tools are needed to address issues — ideas and critique alone are insufﬁcient to promulgate change.



clarke: “3090_c001” — 2006/3/14 — 15:43 — page 2 — #2



Chapter one:



Introduction



3



There is a third, more implied and subtle criticism within the quoted passage that psychologists are concerned with the minutiae of OHS — the coalface, rather than with a more strategic overview. This criticism has been leveled at psychology in another domain — that of psychometric testing, for example in the selection process — and by psychologists themselves (Anderson & Prutton, 1993). Again this criticism is valid to the extent that, by the nature of their subject matter, psychologists tend to focus upon human behavior and the forces that drive it. This is one aspect of a much broader criticism of organizational psychologists’ work, namely that they focus on micro rather than macro aspects of organizational functioning, again forwarded by psychologists themselves (Tharenou, 2001). Rousseau and House (1994) have argued for organizational psychologists to take a “meso” approach, which seeks to explain behavior at more than one level, recognizing, for example, that individuals are embedded within work groups that inter-relate and link with larger organizational structures. However, in state-of-the-art reviews, such as those of Tharenou, OHS and risk issues may not even rate a mention, indicating that this is still very much a minority ﬁeld of interest for organizational psychologists. However, over the past 15 years or so, in their research and related activities, increasing numbers of organizational psychologists have taken stock of the broader picture to seek insights relevant to OHS and related risk issues, and Sue Cox, Tom Cox, Rhona Flin, Andrew Hale, Jan Hovden, Nick Pidgeon, James Reason, and Dov Zohar, and their respective colleagues are among numerous examples of this relatively recent trend (Reason, 1997; Hale & Hovden, 1998). While there may be some historical currency in the sociological critique, in the contemporary era psychologists are increasingly likely to point to management as the prime source of OHS and workplace risk problems and to draw upon the work of other disciplines, including sociology, as well as working with researchers from other disciplines and practitioners from other professions. Other psychologists focus upon the work environment and its effects upon human behavior, for example, so-called sick building syndrome. Others consider how environments, including workplaces, should be designed so as to minimize risk from ﬁre or other disasters and to maximize people’s opportunity to escape should the worst happen. From these examples, it is clear that psychologists have a key role to play as leading researchers in many aspects of OHS, including being part of a multidisciplinary approach to OHS. A logical position that ﬂows from a critique from the vantage point of industrial sociology is that if management holds the balance of power in the industrial domain, then it is primarily management who has to be convinced of the necessity and desirability for change. Psychologists have an important role to play in explaining not just the fact that people make errors, but also why those errors occur and what could be done to reduce either the errors or the likelihood of their causing harm. To this end, human factors principles (explored in Chapter 4) and some of the research now being undertaken in cognitive psychology can be very valuable, particularly when human cognitions and behavior are critical to the safety of vulnerable systems. As an illustration, Groeger’s (2005) study of inadequate human factors inherent in the long-standing design of railway signals can help us to understand the nature of this type of problem. Professor Groeger was an expert witness in the Southall and Ladbroke Grove rail disaster public inquiries in the United Kingdom, and his expertise has also served two criminal cases involving railway workers. The sensing environment for a train driver approaching signals is complex — particularly for visual and auditory senses. In three major U.K. rail disasters involving signals passed at danger (SPADs) — Watford (in 1996) (HSE, 1998), Southall (in 1997) (Uff, 2000), and Ladbroke Grove (in 1999) (Cullen, 2001a, 2001b) — the importance of human factors was recognized in at least two of these; for a comprehensive analysis of the last of these, see Lawton and Ward (2005) as well as the ofﬁcial inquiry (Cullen, 2001a, 2001b). The signal sequence, which is predictive of the possible states of the following signal, is (1) green,
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(2) double yellow, (3) single yellow, and (4) red. Using feature integration theory and guided search theory, Groeger (2005) determined the importance of complexity in a stimulus array, which is also affected by distractor load. The most important ﬁnding from this study was that the yellow signal, arguably the most critical for safety, takes the longest of the four to detect. This is because a driver has to determine two bits of information: both signal color and number of lights displayed. Groeger et al. (2005) conﬁrmed by experiment that this conjunctive search, requiring two bits of information to ﬁnd, takes longer than the other three. A train driver has a limited time window to perceive the signal ahead, which could involve selecting the correct signal from a complex visual environment, with detection time being lengthened by adding further distractors, such as adjacent signals or masking by vegetation, track bends, or gantries (Lawton & Ward, 2005). The track system allows a 7-sec time period for perceiving and checking a signal, which should be continuously visible for the last 4 sec before it is reached. The signal is preceded by an AWS (automatic warning system) loop 180 m before the signal, which triggers a bell “warning” for a green signal and the (same) klaxon warning for the other three signals, the auditory warning being perceived in conjunction with the visual signal. However, while the auditory warning enhances detection slightly, particularly where it is unique, it does not discriminate between the different levels of caution. Given that critical features of human cognition involved in perceiving the signal and its associated warning are hard wired, practical implications of this work for signal siting, standards, and practice should be addressed through design and human factors applications. This example shows that psychologists are far from being imprisoned by the notion of human error; in fact psychologists have rarely promulgated this term as a cause of crashes or injuries. Their stance has been more to seek to unpack this term and discover what internal (cognitive) and external (environmental) factors inﬂuence it (Reason, 1990; Edkins & Pollock, 1997; Lawton & Ward, 2005) and, recognizing the difﬁculty of changing human cognitions that have evolved over many millennia, recommending appropriate work environment changes. Psychologists have also pointed out that positioning human operators at safety critical junctures within systems can improve the reliability of those systems. Another example can be taken from the Special Commission of Inquiry into the Waterfall Rail Accident, probably the largest public inquiry in Australian history, to which 113 days of evidence was presented and which resulted in three substantial volumes totaling 1400 pages (McInerney, 2004, 2005) as well as a 100-page inquiry report from the New South Wales government (NSW Ministry of Transport, 2003). The ﬁrst author was an expert panel member for the Waterfall Commission of Inquiry. Psychologists increasingly study broader organizational phenomena and concepts such as safety climate and safety culture. An important contribution that they can make is to apply methodological rigor, qualitative as well as quantitative, to workplace safety issues. As part of the Waterfall Inquiry, a safety climate survey was conducted among a large sample of the workforce, including some managerial and supervisory staff, which with the help of strong trade union support achieved a 99%+ response rate — almost unprecedented in social science research, even in Scandinavian countries! The results of the survey, published in McInerney (2005), helped to show not only that safety was poorly regarded within the main organization involved, but also that there were statistically signiﬁcant differences in perceptions between management and workers and between different groups of workers — a theme that is revisited in the discussion of safety subcultures in Chapter 12. Such research not only illustrates the divergence of views, in this case on safety issues, between management and workforce that are the stock in trade of the industrial sociologist, but can go further by indicating more precisely the magnitude and complexity of this divergence. Furthermore, while nothing
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might be done about the overall balance of power between the parties, ﬁndings from such surveys, particularly once (as in this case) they are in the public domain, might at the very least encourage management to implement remedial action, not only to improve safety, but also as part of a risk management approach to continue to monitor progress. Current indications are that the organization involved in this Inquiry is doing exactly that. In a case study of teacher stress, Larsson (2000) described some of the organizational and contextual issues that form part of the etiology of teacher stress. Larsson argued for a return to workplace development of OHSM, arguing that the large and impersonal public or private corporation can no longer be regarded as the responsible employer demanded or assumed by legislation or the voluntary regulatory process. If such workplace level regulation is to become a reality, then detailed information will be required to support such local systems. The methodological and conceptual rigor that psychologists can provide could be an essential component in analyzing and understanding local workplace OHS issues, such as stress. For example, in a large-scale longitudinal study of teacher stress, Dr. Graham Bradley identiﬁed around 20 intervention strategies for reducing strain and enhancing activity participation in school teachers (Bradley, 2004). These were based on painstaking research using sophisticated theoretical modeling and complex statistical analyses and are summarized in Table 1.1. These examples serve to illustrate that organizational psychologists’ research into OHS and wider issues ranges from the cognitive (e.g., describing relevant ways in which mind functions can affect critical safety issues) to the macro-organizational (e.g., describing how different groups within an organization deﬁne and perceive safety-related issues). Such research can have useful things to say about how physical and organizational aspects of an environment are structured to maximize well-being and to minimize harmful aspects of stress. Its emphasis on a scientiﬁc approach and the breadth of its methodology, qualitative as well as quantitative, longitudinal as well as cross-sectional, ﬁeld study as well as experimental, gives it an advantage over many other disciplinary approaches. Many organizational psychologists with a contribution to make to OHS and risk management issues are also heavily involved as practitioners or consultants, for example, in organizational change programs or through advising on speciﬁc workplace interventions. An important issue, and one that is particularly well deﬁned by industrial sociologists, is that of the changing world of work, including, but not restricted to, greater fragmentation of work and isolation of workers from each other, limited social contact between workers, reduced trade union representation and involvement, less worker participation in workplaces, greater managerial control of work processes, and fewer resources for inspectorates to visit workplaces (for an excellent review see Quinlan & Mayhew, 2000). These and other trends impact considerably upon individuals and are liable to lead, inter alia, to greater stress for workers. Bohle and Quinlan (2000) were critical of psychologists’ approach to work-related stress in so far as few interventions have been made at organizational level. While this may be a fair criticism, it could become more important for psychologists to be involved in seeking solutions at an individual level also because, as a result of changing patterns of work, that is where many of the problems are located. If you cannot ﬁght the trends then you have to adapt. More research is needed into such matters as understanding human resilience and how to enhance it, which is within the domain of psychology (Deveson, 2003). Organizational psychologists have acknowledged that stress reduction interventions are required at both individual and organizational level, a point made by Clarke and Cooper (2004) among others, and revisited in Chapter 7. We do not decry industrial sociologists’ right to criticize — they are particularly good at it! Nor would we challenge their general analyses of OHS, which from a sociological perspective is also valid. It is, in parts, an ugly world, with many injustices and power imbalances, as a perusal of any issue of The Human Rights Defender (Amnesty International)
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Table 1.1 Illustrative Interventions Suggested by Bradley’s (2004) Research Findings on Job Factor– Outcome Relationships



Aim of intervention Strain reduction Reduce job stress



Consistently signiﬁcant predictors identiﬁed in the researcha



Examples of intervention strategies



Demands (+) Total and time/load control (−) Supervisor support (−)



Reduce teaching contact hours Give staff input into timetabling Develop principals’ listening skills



Reduce job dissatisfaction



Total and student demands (+) Total and student control (−) Colleague support (−) Supervisor support (−)



Employ additional special needs teachers Provide in-service training in classroom management Group discussion and feedback



Reduce job anxiety



Demands, especially qualitative demands (+) Time/load control (−)



Reduce extracurricular duties Give staff autonomy over timing of student assessments



Reduce somatic symptoms



Demands (not student demands) (+) Time/load and conﬂict control (−)



Clarify work roles Give advanced notice of deadlines Provide access to conﬂict resolution programs



Reduce staff turnover



Demands (not time/load demands) (+) Supervisor support (−)



Improve communication systems Employ management practices that enhance staff recognition



Reduce absenteeism



Qualitative demands (+) Colleague support (−)



Change policies and practices at head ofﬁce Arrange school-sponsored staff social outings



Activity-participation enhancement Increase motivation Time/load demands (+) Student and conﬂict control (+)



Give opportunities for staff to develop new subjects Encourage staff participation in school discipline policies



Increase vigor-activity



Control, esp. student control (+) Colleague support (+)



Collaborate on tasks that create a sense of “collective control”



Increase involvement in extracurricular activities



Student demands (−) Control, esp. student control (+) Colleague support (+)



Improve opportunities for referral of difﬁcult students, and for staff to collaborate on new initiatives



Increase participation in organized nonwork activities



Time/load control (+)



Consult with staff regarding workload allocations



Acknowledge hours worked



Time/load demands (+) Supervisor support (+)



Raise management expectations, support, and recognition for exceptional performance



a “+” = Bradley (2004) found a positive correlation between job factor and the outcome.



“−” = the correlation was negative. Source: Reproduced from Bradley, G. L. (2004). Job strain and healthy work in teachers: A test of the demands control– support model. Unpublished Ph.D. Thesis, Grifﬁth University. With permission.
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grimly reveals. However, we cannot change it overnight, if ever. To paraphrase a famous prayer, for psychological health and personal well-being we must learn to accept the things we cannot change and work on the things that we might be able to inﬂuence. An imbalance of power between parties within the workplace is axiomatic — but that is just the starting point. We recognize that reality and that we have to live with it and at least seek to make incremental improvements in working conditions when opportunities arise. We would humbly suggest that, as well as publishing their research, psychologists from a number of areas within the broad discipline are out there mixing it with management and workers, enforcing agencies, and other inﬂuential parties who are trying to do just that. Ultimately, it matters not one jot from which discipline area OHS improvements are made, but that they continue to be made. As part of multidisciplinary teams, psychologists undoubtedly have an important role to play. An important continuing task is to consider the further contribution that psychologists could make to OHS.



1.2 Emerging issues in OHS research and practice In this section OHS issues are considered at three levels. The ﬁrst comprises six broad contexts for OHS research and practice. Second, ﬁve main contributor discipline ﬁelds and the many OHS-related topics that they contain are described. Third are identiﬁed ten generic challenges for OHS research and practice. These components are summarized in Figure 1.1.



1.2.1 Contexts The political context includes the role of government and state apparatus, for example, whether these broadly support OHS or whether they are indifferent, hostile, or promote mixed messages. To what extent does ideology drive OHS-relevant agendas or



Contexts Political Social



Economic Scientific



Historical



Cultural



Legal/regulatory Fields



Technical



Health



Managerial



Psychological



Challenges Knowledge integration



Knowledge application



Program evaluation



System complexity



Multiple synergies



Resources



Displacing risk



Ethics and social justice



Triangulating methodologies



Conceptual and theoretical advances



Figure 1.1 Summary of emerging research issues in OHS.
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can more pragmatic approaches be adopted? Broad criteria for research and practice are established within this context. OHS issues are addressed within a social arena of changing attitudes and underlying values. For example, a complex mix of risk perceptions within society and acceptability of a wide variety of risks inﬂuence responsibilities for workplace health and safety. These are considered in greater detail in chapters dealing with topics allied to risk cognition. Issues in the economic context include criteria for judging OHS interventions, for example, cost beneﬁt analysis and the role of economic rationalism in the face of multiple and frequently conﬂicting criteria for action. Also within this context is the role of insurance in regulating OHS. Within this domain can be conducted the debate about how best to deploy resources so as to produce effective OHS outcomes, for example, between interventions based on education/training, legislation/enforcement, engineering/technological, rules/procedures, and managerial/organizational. This domain is considered in more detail in Chapter 2 and when addressing risk management issues. While the scientiﬁc context is dependent to an extent on political and economic superstructures, its autonomy is founded upon more fundamental principles. Its strengths also reside in its multiple disciplinary bases, divergent methodologies, and increasingly global context. In terms of discovery, controversy, applications, and rigorous evaluation this is a critical context for OHS research and practice. The historical context relates to all others. For individuals this might combine science with evolutionary theory to explain human perceptions of risk and safety. Understanding an organization’s history can help to explain its contemporary safety culture while science builds logically on its past discoveries, often challenging and replacing old knowledge. An important principle is to learn from history without being its prisoner. From a cultural context it is possible to learn from others while recognizing the value of diversity and the validity of different forms of, and contexts for, knowledge. Increasing globalization of trade, communications, and the reach of many industrial sectors enhances the importance of this domain to OHS, both between, and also within societies, many of which are increasingly multicultural. Safety culture is the topic of Chapter 11.



1.2.2 Fields and topics Five broad ﬁelds are distinguished, each containing many OHS-related topic areas. Some topics straddle two or more ﬁelds.



1.2.2.1



Legal and regulatory



The legal and regulatory ﬁeld focuses upon structures and processes that are external to the workplace, but which seek to generate actions within workplaces that are externally monitored. Units of analysis may either be jurisdictions, regulatory institutions, industrial sectors, or organizations. General topics within this ﬁeld concern issues of regulation and control of OHS within organizations and other entities. The focus of OHS regulation, including the extent to which this should be primarily external to the organization, for example, represented through inspections and compliance audits, is a continuing issue. Others include the balance between regulatory agencies in their role as providers of advice and information against being prosecutors and exercising other aspects of legal enforcement such as notices. Hale (1997) and Johnstone (2003) considered how legal processes could isolate OHS events from broader managerial issues. Gunningham and Healy (2002, 2004) have argued that the traditional regulatory approach to chemical safety and OSH in agriculture is seriously ﬂawed, while Davis (2004) and Tombs (2005) have reported reviews indicating that legislation backed by enforcement is the most important driver of management action to
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improve OHS. Tombs (2005) reported evidence of declining enforcement agency inspections in the United Kingdom as a result of reduced funding. Other contemporary issues include moves by several jurisdictions to introduce what has been variously described as industrial killing or corporate manslaughter legislation, and the likely impact of such controversial legislation upon organizations and those who manage them. For a discussion of this issue within a U.K. context, see Home Ofﬁce (2000) and Tombs and Whyte (2003); for a broader assessment, see Gilbert and Russell (2002). Another topic that has aroused interest in several places is that of “whistle-blower” protection. As enforcement agencies cannot cover all possible places where OHS breaches might occur to an extent they rely upon whistle-blowers to identify instances of wrongdoing. Traditionally whistle-blowers have not been protected and thus blowing the whistle has relied upon individuals’ ethical stance and their willingness to lose at least their job and possibly to jeopardize their career. Areas of overlap with the managerial disciplinary ﬁeld include responsibility attribution, which also has a history within individual psychology, and management–worker relations, including industrial/labor relations and human resource management as these relate to OHS issues. Emergent issues include the changing balance between primary, manufacturing, and service sectors, and effects of these changes on union representation, OHS, and other issues. Also of interest is the issue of worker compensation. A feature of contemporary risk society/risk culture is that when jurisdictions promote the view that a particular agency, whether an employing organization or the state, has primary responsibility for people’s safety, particularly in their role as workers, then if someone is hurt that agency is perceived to be blameworthy. It is then logical to argue that compensation is due. A robust debate is being waged on these issues in several jurisdictions. An example of the overlap between this disciplinary ﬁeld and the health ﬁeld is the adequacy of the recovery process for victims of workplace trauma, which includes legislation for treatment, compensation, rehabilitation, and, where feasible, reintegration into the workforce.



1.2.2.2



Technical



The technical ﬁeld mainly originates from an engineering base and deals with issues representing hazards to which humans are susceptible. Its units of analysis range from large complex systems to nanotechnology. This ﬁeld includes issues relating to physical hazards, including anything that can result in harm to individuals — essentially energy sources, and protection from them. A prime issue within this ﬁeld is designing work environments to engender safety, as well as a wide range of human factor issues that straddle technical, psychological, and managerial disciplines. For example, Gunningham and Healy (2004) argued for implementing known technical ways to deliver pesticides so as to reduce risk to human users. Further issues included improving the accuracy and validity of risk assessments to ensure that these incorporate up-to-date scientiﬁc knowledge, that adequate recognition of the human element is accorded in developing such assessments, and ensuring that these are used in practice. Woolfson (2004) described a fatality in which completion of risk assessment forms was superﬁcial and routine, rather than being a real assessment of the risks involved. Addressing system safety issues and the interface between multiple complex systems links the technical with the managerial disciplinary ﬁeld. Of particular importance are systems with the potential for large-scale fatalities and damage, for example, nuclear power generation, petrochemical operations, and mass transport.



1.2.2.3



Health



The health ﬁeld, with its origins in medicine and other health sciences, has a prime focus on the etiology, treatment, and prevention of disease and trauma. Its units of analysis include individual physiology and workplace environments. Research in occupational
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health and hygiene, as well as discoveries in occupational medicine and epidemiology, has revealed the etiology of harm for many substances. However, the number of substances that have not been studied in sufﬁcient depth and detail is many times again (Adams, 1995). The rate at which new substances are being introduced into workplaces and other aspects of people’s lives means that exploring the mechanisms of harm by chemical and other agents will be a continuing priority, along with seeking means for effective protection from harm to humans and the environment. Money et al. (2003) considered one approach to chemical risk assessment based upon hazard ratings. Along with the requirement to research the potential harmful impact of many agents, important issues include identifying long-term and intergenerational effects and, given the almost limitless possible combinations, the vast synergistic potential for harm. Issues that straddle the interface between health and both individual and organizational disciplinary ﬁelds include health promotion and occupational stress. One aspect of the latter that can be identiﬁed is a diminishing proportion of the workforce being at the sharp end of production, supporting an increasing proportion of managers and staff in nonproductive functions, which increases pressure on frontline workers. Given that stress is ubiquitous in all aspects of our lives, an important issue is how to develop effective resilience, both for individuals and for organizations.



1.2.2.4



Psychological



The psychological ﬁeld focuses upon individuals’ cognitions, emotions, and behaviors, extending its domain of study to groups and organizations. While the study of individual and group differences, for example, in respect of susceptibilities to different hazards has made progress, sound methodologies are required to identify vulnerable groups and individuals within populations that are potentially exposed to an increasing variety of hazards. Emergent issues include fatigue, working hours (including shiftwork), the work–domestic life interface (including potential conﬂicts that can arise), and seeking effective mechanisms for dealing with these issues. While advances in determining the bases for risk perception have improved our understanding of this important aspect of OHS, the increasing complexity of this ﬁeld means that further conceptual and methodological reﬁnements are required. A controversial issue concerns the extent to which behavioral adaptation can occur in response to safety protective measures, which means that funds expended on OHS improvements may fail to generate returns in respect of reduced injury and other losses. Allied with this continuing search is the need to understand more about intrinsic risk motivation — to balance the much more extensive study of extrinsic rewards for safe behavior. While this quest is more challenging, it is only by determining generic bases for safety motivation that substantial advances can be made in respect of enhancing individuals’ safety-oriented behavior. This involves greater understanding of the complex variety of human motivations, including moods and emotions, that result in safe/healthy behaviors on the one hand and that can lead to risky/dangerous behaviors on the other. The challenge is how to use relevant aspects of human nature to make effective changes, including determining aspects that can and cannot readily be altered, and focusing upon aspects that can be changed. Woolfson (2004) described an offshore drilling rig accident in which authority structures promoted form ﬁlling as a substitute for workers being encouraged to think about risks inherent in the work, with fatal consequences. Important research issues that interface with the managerial disciplinary ﬁeld include effects of corrosive leadership, for example, as exempliﬁed in workplace bullying (for a review, see McCarthy et al., 1996), and improving effectiveness of OHS training and education, which also links with intrinsic motivation.
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Managerial



The managerial ﬁeld has a prime focus toward organizations and applications. While the organization is generally its unit of analysis, it can also be teams or broader systems. A linking theme in the foregoing discussion is that of change and implementing change through managerial practice. While organizational change is a well-established area of organizational behavior its impact upon OHS has been little studied. Borrowing a methodology from the economic domain, in those high-risk sectors for which this is relevant, respective costs and beneﬁts of reducing likelihoods and outcome severities of high consequence– low probability events with the potential to harm many people, including customers and the general public, need to be balanced against those required to produce effective countermeasures against everyday workplace hazards, which increasingly include varieties of workplace violence (Mayhew, 2003, 2004). While the methodology for decision making of this type, based upon principles of risk assessment and risk management, is well established, how OHS issues are strategically integrated into broader organizational risk management and safety management system frameworks has been little studied to date. Understanding how OHS is integrated within a broader risk management framework is important, including potential conﬂicts and resource availability. Gallagher et al. (2003) noted that to be effective, a health and safety management system should be customized and supported by strong management commitment, effective worker involvement, and program integration. They identify the combination of innovative management and safe place strategies as superior to three other types, with a traditional management combined with safe person approach being least effective. In an organizational case study, Baird (2005) revealed how implementing an OHSM system without management commitment and attention to soft aspects of safety culture resulted in no OHS performance improvement. Much talked about but hardly ever systematically studied within this disciplinary ﬁeld is elaboration of the notion of safety culture. Developing sound methodologies for the study of safety culture and the related topic of safety climate and linking these with adequate safety indices, such as behavioral observations and near-hit events as well as more traditional but less adequate measures such as injury rates, is a priority.



1.2.3 Ten generic challenges for OHS research and practice 1.2.3.1



Integrating knowledge



The variety of disciplinary ﬁelds and domains identiﬁed means that few people can have knowledge of more than a small number and that no one can have expertise across all of them. This means that teams are required to integrate conceptual knowledge and to implement strategic level solutions that are also practical. While there is always likely to be a role for individual expertise, it is increasingly likely that multidisciplinary teams will be required to undertake research and to implement practical solutions in many areas of OHS — less a new notion, more a greater emphasis. One response not only to scarce resources, but also to the complexity of many OHS topics, is to seek to develop and maintain multidisciplinary teams, both for research and OHS practice. The relatively small number of multidisciplinary OHS research units that have been sustained for any length of time within higher education institutions globally illustrates the magnitude of this challenge.



1.2.3.2



Knowledge application



Pure research in many ﬁelds may or may not lead to immediate applications. It is highly desirable that OHS research should do so. A problematic aspect of this challenge is that
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often it cannot be known in advance which particular line of research will lead to important applications and thus where precious research funds are best spent. A dilemma arising from this problem is that there may be a trade-off between undertaking small packages of applied research and seeking funding for longer-term strategic research for which there may be much less certain applications — a dilemma that is not unique to the OHS ﬁeld. Gunningham and Healy (2004) argued for a more political approach involving alliances of workers’ organizations, consumer groups, and international nongovernmental organizations through the broader corporate social responsibility movement.



1.2.3.3



Program evaluation



Only a small proportion of OHS interventions are systematically assessed and very few are comprehensively evaluated. For economic as well as safety reasons, it is always important to evaluate attempts to improve OHS in order to determine whether there has been a real effect, or, for example, whether an intervention has been absorbed by performance enhancements. If this has happened, for example, via behavioral adaptation, then it is important to determine the pathways that carry the effect. There is a dearth of studies evaluating the impact of enforcement and advisory agencies’ policy and practices upon workplace-related deaths, injuries, and sickness (for a review of difﬁculties faced by one jurisdiction in respect of evaluating its OHS policies and practices, see Eriksson, 2004). An important initial step is to develop an adequate methodology for OHS program evaluation. Lindblom and Hansson (2004) described a theoretical framework for evaluating workplace inspections.



1.2.3.4



System complexity



Since Perrow published his original 1984 edition of Normal Accidents, systems have become even more complex and tightly coupled. This increasing complexity, interrelatedness, and vulnerability of large-scale systems, including in some cases being subject to terrorism threats to large numbers of people, is a vital topic to address. Understanding how organizations cope with this type of threat generally requires a systems approach; this involves incorporating business protection with managing large-scale risks.



1.2.3.5



Multiple synergies



Occupational health and safety research often involves studying the effects of a single hazard type or examines OHS issues within a particular type of work location or considers risks to those employed in speciﬁc occupations. However, because many people’s working lives are complex and multifaceted, an important challenge is to determine the effects of multiple hazard types upon workers, which might include exposure to toxic substances, management pressure or bullying, various stressors, and physical hazards capable of inﬂicting traumatic injury. Discovering more about how people learn to cope with multiple hazards, and how these affect their lives, is a challenge for research and practice. Coping strategies, support mechanisms, individual resilience, and having some degree of control are among factors that can help to protect against workplace hazards.



1.2.3.6



Resources



An issue for many areas of research is the availability of resources, not only funding but also requisite levels of expertise or competence among sufﬁcient numbers of researchers. This is likely to be a continuing issue for OHS research. The challenge is likely to require imaginative and creative solutions, for example, seeking diverse funding opportunities, creating openings for OHS researchers, and involving workplace and other agencies in research, including using their expertise and, where possible, involvement in data collection
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(Glendon & Stanton, 2000). A further vital resource is learning from OHS researchers and practices in other jurisdictions to foster and enhance productive collaborative interactions rather than duplicating effort.



1.2.3.7



Displacing risk



As global trade expands through agreements and protocols, an increasingly documented phenomenon is that of increasing regulation in developed countries displacing workers’ risk exposure in these countries to workers in developing countries. This organizational adaptation to OHS regulatory environments parallels the individual-level behavioral adaptation referred to above, and can mean that while efforts of policy makers, enforcers, researchers, and others in one country may appear to bear fruit, a harsh reality is that an OHS problem has merely been displaced (Mayhew, 2004). Arising in part from substantial changes in employment patterns, another example is transfer of OHS risks to unorganized workforces, which often comprise isolated employees, casual staff, or contract workers (Mayhew, 2004). Woolfson (2004) considered such risk transfer mechanisms to be rooted in the structure of modern business. Quinlan et al. (2001) charted the global growth of precarious employment, while Quinlan (2004) reviewed evidence that precarious employment practices have adversely impacted upon OHS and addressed challenges to workers’ compensation that result from changing work patterns. A major challenge is to ﬁnd mechanisms that can effectively prevent, or at least mitigate, this transfer of risk to considerably more vulnerable populations. Large disparities between legal systems are paralleled by substantial differences in education and managerial practices. Due to cultural and political barriers and the autonomy of legal jurisdictions, as opposed to the relative ease with which many large corporations can shift production between countries, this will be a particularly difﬁcult issue for OHS practice, requiring professional support and political will on an international scale.



1.2.3.8



Ethics and social justice



To an extent associated with risk displacement between jurisdictions are the numerous consequences upon OHS provision of an unequal balance of power between parties, including employer and worker, customer and supplier, and government and individual. These imbalances reﬂect inter alia increasing economic deregulation, reduced collective representation for workers, and a large percentage of the workforce being self-employed, working in small organizations, or being in insecure employment. While the nature of social and political contexts mean that this issue will always exist to some extent, a major challenge is to determine the extent to which, and mechanisms by which, these imbalances may be attenuated to achieve OHS outcomes that are more aligned with fairness and principles of natural justice. Tombs (2005) reported research evidence that collective workforce participation has signiﬁcant and measurable impacts upon OHS outcomes, such as injury rates.



1.2.3.9



Triangulating methodologies



While the need for methodological rigor in OHS research is axiomatic, the multidisciplinary nature of OHS research and practice makes methodological triangulation mandatory in any in-depth attempt to understand OHS issues. This may be as true for intradisciplinary research as for interdisciplinary research. For example, while an organization’s safety climate is typically measured by a single self-completion questionnaire, measuring the much broader and more complex concept of safety culture requires a raft of measures from the social sciences (Glendon, 2006). However, a psychometric approach in all but the largest workplaces can be problematic and more appropriate ways of measuring safety climate and safety culture in small organizations have still to be developed.
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1.2.3.10



Conceptual and theoretical advances



Much OHS research has been atheoretical or has been undertaken from a perspective that pays minimal regard to theory or conceptual adequacy. Hale and Hovden (1998) noted that for the most part, the study of safety, health, and environment (SHE) seems to have been conducted in something of a theoretical limbo. Exceptions that they noted included Perrow (1984), Sagan (1993), and studies of high reliability organizations (Weick, 1987, 1989; Rochlin, 1988, 1989; Roberts, 1989, 1990). Increasing journal space available for OHS scientiﬁc papers and developing more OHS research units could go some way toward ameliorating this shortfall. Given this historical legacy, along with its multidisciplinary nature, a major challenge is to move beyond the purely descriptive and develop adequate and robust theoretical frameworks for advancing scientiﬁc knowledge in OHS.
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Risk models and risk management 2.1 Introduction Responding to contemporary social pressure for greater personal safety in many spheres, with increased understanding of psychological processes for attributing responsibility for risk and blame, scientists and practitioners have developed a variety of approaches to risk, risk taking, and risk management. Each approach establishes a particular context for risk cognition or risk perception, and has distinct implications for managing risk and for making health and safety (H&S) interventions in the workplace, on the road, and elsewhere. Compared with risk perception, the term risk cognition implies a wider rubric for understanding risk within a psychological context because it implicitly incorporates other features of individuals’ cognitive architecture that inﬂuence risk-related behavior, including memory storage and retrieval, learning, and higher order cognitive phenomena, including decision making and problem solving (Glendon, 1987). Hot cognitions can also be incorporated within this rubric, including feelings, moods, emotional states, and traits (Slovic, 1997; Finucane et al., 2000). Otway (1992) noted that, “the term risk perception is technically inaccurate because we cannot really perceive risks. Its use represented a departure from the traditional use of ‘perception’ to refer to the processing of sensory information to apply to the processing of conceptual information” (p. 222, original italics) (see also Chapter 3). In this book we use risk perception when referring to models and approaches that speciﬁcally adopt this terminology. The language of risks and beneﬁts can be used to describe much of the dance of life. All living things take risks, not necessarily consciously, in order to address imperatives (beneﬁts) of survival, procreation, and extending their species domain. In this sense, risk has been integral to human cognition and behavior since our species emerged and in some form to all our predecessors. Successful risk taking conferred survival advantages and is central to many contemporary human activities, including social — particularly sexual — interactions, entrepreneurship, career decision making, travel and exploration, sporting achievements, and trade within and between nations. Our species developed a parallel propensity for risk aversion, or seeking safety, these countervailing forces being salient in many risk debates at all levels. For example, to what extent do parents seek to protect a child while simultaneously allowing it to develop so that it will effectively master its environment? How can workplaces be designed and managed so that H&S is not traded for production? How can road use be regulated in such a way that public demands for 15
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safety are consistent with individuals’ desires to drive as they wish? How can nations trade safely — a potentially risky activity, while simultaneously minimizing risks and maximizing potential beneﬁts? A challenge for contemporary society, and for those attempting to explain the forces shaping it, is to understand the social nature of risk, how individuals address risk issues, how decisions involving risk are made, and how these processes can be managed to individuals’ and society’s advantage. Major forces characterizing the risk debate include increasing demands for ever greater safety in our lives, and enhancing our inherent tendency to apportion blame to human agency — for example, as enshrined in legislation, through insurance and compensation systems, or via political or psychological processes. Following Wildavsky (1979), Slovic (1993) noted the paradox that as society becomes safer and healthier, concern about risk increases and people have a greater sense of vulnerability — with Kirchsteiger (2005) describing the public as increasingly risk averse as poverty and other threats diminish (at least in developed nations), noting that, “Today’s richest, long-lived, best-protected, most resourceful civilization is on its way to becoming the most frightened and cultivates the vision of a zero-risk society” (p. 32). Hopkins (2005) considered that the notion of a risk society in which society faces unprecedented levels of risk is incorrect, considering that, “we live in a society in which risks are more controllable than ever; hence the increasing demand that they be controlled” (p. xi, original italics). However, can we really know whether we are more frightened than any previous society — or indeed compared with societies in which early death through a host of disease and human agents remains commonplace? We may have developed sophisticated tools and techniques to measure our fear, but still have no valid way of being able to compare our levels of fear with those of earlier generations, or even to assume that the respective risks that we face are in any way comparable with those of previous generations or of contemporaneous societies that face quite different risks. Likewise, whether contemporary risks are more controllable than for earlier generations is also problematic because the nature of risks faced by humankind is changing, and probably more rapidly than for most previous generations due in large part to our own interventions. Comparing risks across time periods is also problematic and there is no unambiguous metric for controllability. The nature of risk and its derivative concepts is problematic. Hansson (2005) challenged the myth that risk must have a single, well-deﬁned meaning, identifying ﬁve (there are more) — an unwanted event; cause of the unwanted event; probability of the unwanted event; statistical expectation value (probability x outcome); and decision made under conditions of known probabilities. The fourth of these is most common (International Organization for Standardization, 2002). Since the 1970s, developments in discriminating between a variety of approaches to risk and related topics have been rapid — leading Horlick-Jones (2005, p. 258) to refer to the sprawling risk literature. Horlick-Jones also noted that in the last 15 years, increasing numbers of professionals have found that their work is articulated in the language of risk. Even before this, during the 1970s and 1980s risk provided a framework for public health and related studies (Taylor-Gooby, 1998). Because each model of risk has different implications for managing risk, it is important to understand the varied approaches and their assumptions and to appreciate which are being used when addressing an issue such as workplace H&S or road user behavior. To unravel some of the complexity inherent in the concept, this chapter describes 12 major approaches to risk. It considers some implications for risk management and, where appropriate, illustrates how these approaches might lead to particular types of H&S interventions. Two perspectives are evident in considering approaches to risk. First, discipline-based (Althaus, 2004, 2005; Aven & Kristensen, 2005), and second, model-based (Renn, 1992; af Wåhlberg, 2001; Renn & Klinke, 2002). Renn (1992) identiﬁed seven basic forms and “integrated approaches” such as social ampliﬁcation. af Wåhlberg (2001) critiqued three
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approaches, while Althaus (2004, 2005) adopted a discipline-based approach that discriminated between risk identiﬁcation, risk management, and context disciplines. Risk identiﬁcation disciplines focus upon image, perception, context, complexity, competing values and shifting moods, emotions, and opinions, and upon how risk is understood, experienced, and created. They include linguistics, the arts, sociology, anthropology, psychology, and history. Risk management disciplines stress substance and policy content, treat risk as a malleable commodity that can be managed but not necessarily eradicated, and offer concrete strategies for measuring and controlling risk. They include mathematics, science, economics, and law. Context disciplines, oriented toward both risk identiﬁcation and risk management, consider meta-debates on the notion of risk, including moral issues, and include philosophy and theology. In contrast to Althaus’ (2004, 2005) analysis, this chapter considers risk from the perspective of some of the key models of risk that have been proposed. We use the term model rather than theory on the grounds that these represent alternative approaches rather than theories in the scientiﬁc sense, as noted by af Wåhlberg (2001). The models are, in general, stand alone in that adherents of one rarely acknowledge the contribution of rival models, although there is evidence for some growing together of social models (Krimsky & Golding, 1992) and at least one interesting attempt to bring together two seemingly disparate approaches — adaptation and cultural theory (Adams, 1995). First order approaches considered here are technical, economic, cultural, and psychometric. Expanded approaches are social constructionist, social ampliﬁcation, individual differences, and the basic risk perception model. Meta-approaches are political, socio-emotional, adaptation, and evolutionary. Acknowledging assumptions of whichever model or models of risk are adopted can inform decisions about managing risks and making H&S interventions. In a few cases, particularly individual differences, topics are explored in greater detail in subsequent chapters.



2.2 First-order concepts/approaches to risk These four basic approaches, each originating from an independent disciplinary tradition, have either measuring risk or categorizing risk decision makers as a prime focus. Tenets of these ﬁrst-order approaches are the most prescriptive and capable of being formally presented, and their methodologies are the most highly developed.



2.2.1 Technical 2.2.1.1



Description of the technical approach



The varieties of technical approach to risk as applied to safety, health, and environment issues have their origins in engineering and the hard sciences. In this approach, examples of which are Grammenco (2004), Kletz (2001a, 2001b), and Lees (1996), risk = probability × magnitude. It assumes rationality, considering risk as being primarily about seeking safety beneﬁts, such that acceptable risk decisions are deemed to be matters of engineering judgment. In seeking objective assessment of risk it is particularly appropriate for identifying hazards and other physical manifestations of risk. Of critical importance is the role of science in establishing levels of evidence and proof in debates about risk. For example, science is increasingly relevant to risk management processes, including identifying, estimating, analyzing, evaluating, and communicating risk issues. Basic risk measurement techniques include inspection checklists, safety audits, and risk assessments (RAs). Derivative forms include probabilistic risk analysis (PRA), fault tree analysis, event tree analysis, Management Oversight and Risk Tree (MORT), and failure modes and effects
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analysis (FMEA). Two main approaches to risk assessment are probabilistic and deterministic (Christou & Porter, 1999; Salvi, & Gaston, 2004). The probabilistic approach evaluates likelihood of hazardous events quantitatively, for example, using fault trees and estimating likelihoods of all initiating events. In the deterministic approach, major incidents are predeﬁned and called reference scenarios and their likelihood is not assessed. Risk-reduction methods are evaluated for both approaches. Attempts to harmonize risk assessment and decision-making processes within the European Union (EU) are described by Kirchsteiger and Cojazzi (2000).



2.2.1.2



Risk management and the technical approach



Traditional workplace approaches to managing risk have developed to support and enhance the technical concept of risk as an environmental given that results primarily from human activity. After seeking to identify relevant hazards, the methodology attempts to rate or rank risks according to criteria that ﬁrst judge the worst possible consequence or harm that could result from that hazard, before estimating the probability or likelihood of that harm occurring. Risk management implications include seeking to measure all risk components and imposing managerial control of risks. Regulatory frameworks, including external legislation and compliance inspection or audit, as well as internal mechanisms such as company policy and rules, generally operate so as to reinforce this approach to managing risk. Renn (1992) noted that technical approaches to risk empower elites to impose their risk management policies on others. The monitoring function operates through some form of behavioral adaptation, principally at organizational level. Whipple (1992) described the technical approach to risk management as seeking to reduce H&S risks to as small a residual level as possible, and then to declare the process as safe. Whipple maintained, “A major motivation . . . for using quantitative risk assessments for risk management is that such an approach permits a conceptual separation between the technical factors that determine risk and the political factors that bear on risk management” (Whipple, 1992, p. 346). Highlighting inevitable conﬂict due to inconsistent values in the social management of technological risk, Whipple noted that there can never be enough resources to deal with all risks.



2.2.1.3



Illustrative interventions



The technical approach has dominated a majority of interventions characterizing attempts to improve workplace H&S, and to a lesser extent, safety in other environments. Because of the extensive and ever-expanding regulatory framework for workplace H&S — at least in Western capitalist cultures, this domain has become a prime testing ground for the technical approach. Behavior modiﬁcation, or one of its workplace manifestations such as behavior-based safety, in which workers are consigned to follow preset patterns of behavior as a means of reducing accidents and increasing productivity, illustrates one application of a technical approach to workplace risk. This approach ignores implications based on the possibility that workplace behavior that is considered to be “risky” may have individual, organizational, social, or cultural origins. The extent to which workers themselves are involved in developing behavior standards to support such technical approaches to workplace risk may reﬂect their managerial self-regulatory role. This topic is considered in greater detail in Chapter 3.



2.2.1.4



Where next for the technical approach to risk?



In their discussion of varieties of science, Funtowicz and Ravetz (1992) noted that science is seen by many as part of the problem as well as providing possible solutions to risk issues, reporting, “The great risk problems have to a large extent been created by the practice of



clarke: “3090_c002” — 2006/3/14 — 15:43 — page 18 — #4



Chapter two:



Risk models and risk management



19



normal, puzzle-solving science and technology” (p. 268). Of the scientiﬁc disciplines particularly relevant to risk issues, such as toxicology, epidemiology, ecology, and risk analysis, they observed that compared with the hard sciences, these, “are weaker, technically and socially. They deal with more complex systems, are less well developed theoretically, and historically have tended to lack prestige and resources” (Funtowicz & Ravetz, 1992, p. 268). They also point out that practitioners in these ﬁelds tend to be more exposed to public scrutiny and are less well protected by their qualiﬁcations. The complexity of many risk problems means that they lie outside any one scientist’s disciplinary framework, thereby rendering them hard to conceptualize as well as to solve. This can be exacerbated by scientists being affected by biases as much as are the public, for example, being overconﬁdent in their risk estimates (Freudenburg, 1992). Freudenburg observed that because system complexity means that it is not possible to identify all possible failure modes, a multidisciplinary approach is needed. Despite its ubiquity in many spheres, the technical approach to risk has been much criticized. Hansson (2005) observed that the term risk has been in widespread use in various senses for over 300 years, so it should be no surprise that attempts to reserve it for a technical concept introduced 30 years ago result in communication failures. Hansson challenged the assumption that risk severity should be judged according to probability-weighted averages of the severity of their outcomes. PRA estimates the number of induced deaths from a technology, which allows comparisons with health impacts of alternatives so that a rational judgment can be made on their relative acceptability (Cohen, 2003). However, the method falls over when applied to real-life problems because only two factors (probabilities and utilities) are taken into account. Risks do not simply exist, they are taken, run, or imposed and are inextricably linked with personal relationships. In any thorough risk assessment such person-related aspects as agency, intentions, duties, consent, equity, and rights, as well as outcomes and probabilities need to be taken into account (Hansson, 2003). Risk analysts and other experts tend to emphasize the size of risks, while the public more often questions the potential for improbable but calamitous disasters. To communicate more effectively with the public, risk analysts need to deal with social and moral issues that are on the public’s agenda. Among the myths associated with risk that Hansson (2005) addressed is that if there is a serious risk, then scientists will ﬁnd it if they look for it. For example, Durodié (2003) considered that because most chemicals have been in use for extended periods there is a considerable amount of data on their effects. However, even quite large health effects can be difﬁcult or impossible to detect in human populations, because in epidemiological studies many effects (of 300 m) use sound frequencies below 1000 Hz — because high frequencies are absorbed in travel • Use frequencies below 500 Hz when signals must bend round obstacles or pass through partitions • In noise, use signal frequencies different from the most intense noise frequencies to reduce masking of the signal • Use a modulated signal to demand attention — intermittent beeps (1 to 8 per sec) or warbling sounds that rise and fall in frequency • Use complex tones rather than pure tones to differentiate from other sounds Sources: After Deatherage, B. W. (1972). In H. P. Van Cott and J. Kinkade (Eds.), Human Engineering Guide to Equipment Design (pp. 123–160). Washington, DC: U.S. government printing ofﬁce; Margolis B. L. and Kroes, W. H. (1975). The Human Side of Accident Prevention. Springﬁeld IL: Charles C. Thomas; Mc Cormick, E. J. (1976). Human Factors in Engineering and Design. Hillsdale, NJ: McGraw-Hill.



search is the useful ﬁeld of view (Ball & Owsley, 1991; Owsley et al., 1991). When difﬁcult driving conditions (e.g., heavy trafﬁc or an unusual roundabout layout) are encountered, the amount of visual information to be processed may exceed the capacity of some older drivers, thereby increasing crash risk (Hancock et al., 1989).



3.2.2 Hearing and vibration The ears convert noises received as sound pressure waves into electrical patterns, which as nerve impulses are decoded and measured by the brain’s auditory cortex. Sound waves vary in frequency, measured in Hertz (Hz). Sounds sensed by a normal young adult range from a low of 20 Hz to a high of 20,000 Hz. Sound below 16 Hz is called infrasound. For maximum effectiveness, auditory warning signals should be designed in accordance with the criteria shown in Summary Text 3.2. Different messages can be transmitted by different types of tones, as in the case of a telephone system. The quality of the tone enables people to distinguish between different human voices. Sounds can help airline pilots to steer a steady course. For example, a continuous 1020 Hz tone can be heard when the aircraft is on the planned course, but any deviation is indicated by different sounds. Different sound and voice modiﬁcations are associated with different degrees of urgency (Edworthy & Hellier, 2000), allowing auditory warning systems to be designed (see Section 3.4.3). Sounds with little or no quality of tone are called noise, frequently described as unwanted sound. The ear’s sensitivity to sound intensity varies with sound frequency. Sound intensity is measured in decibels (dB). The range of audible noise levels is shown in Summary Text 3.3. Matthews et al. (2000) summarized effects of noise on task performance. Summary Text 3.4 gives examples of adverse and beneﬁcial effects of sound, while Summary Text 3.5 indicates ways of reducing noise as part of a risk management program. Hearing loss can result from the combined effects of long-term exposure to noises that people encounter every day, such as those generated by loud music or motor vehicles. Normal aging is also associated with hearing loss. Evidence on the role of noise in injury causation, summarized
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Example of noise



140 Pain threshold 130 Pneumatic chipper 120 Loud automobile horn 110 100 Inside underground train 90 80 Average trafﬁc on street corner 70 Conversational speech 60 Typical business ofﬁce 50 Living room 40 Library 30 Bedroom at night 20 Broadcasting studio 10 0 Threshold of hearing (dB stands for decibels, a logarithmic measure of sound intensity) Source: After Oborne, D. J. (1994). Computers at Work: A Behaviourial Approach. 3rd ed. Chichester, England: John Wiley & Sons.



Summary Text 3.4 Examples of Adverse and Beneﬁcial Effects of Sound on Human Performance Both intermittent and continuous noise can have detrimental effects on behavior. For example, Crook and Langdon (1974) found that aircraft noise impacted on a group of school children in the ways listed below. • Increased ﬁdgeting, irritability, tiredness, and headaches among pupils • Disruption of lessons • Reduced teacher satisfaction and increased irritability and tiredness Nemecek and Grandjean (1973) found that percentages of workers in a landscaped ofﬁce reported that they were distracted by noises from conversations (46%), ofﬁce machinery (25%), and telephones (19%). Similar problems were revealed in a study by Waller (1969). Noise in the environment interferes with sound reception and decoding because of masking — which weakens the perception of a signal in the form of speech or sound from an auditory system. Some sound may have positive effects. For example, Fox (1983) found beneﬁcial effects of background music in the work environment, such as reduced absenteeism and turnover, improved timekeeping, and productivity.
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Summary Text 3.5 Examples of Noise Reduction Methods • • • •



Sound absorbent material around noisy machinery Sound absorbing wall and ﬂoor materials Cover noise source (e.g., using hoods) Arrange plant and equipment to create screens and to reduce reﬂected sound level • Isolate workers from noise source • As a last resort provide comfortable personal protective equipment (PPE)



by Smith and Jones (1992), remains inconclusive. However, results from one study indicated that some self-reported everyday errors by people living in a high aircraft noise area were higher than for a comparable group in a quieter area (Smith & Stansﬁeld, 1986). While noise is sound transmitted through the air and detected by the ear, it is vibration when transmitted through a solid and detected by the body. Sound at the low end of the range is also felt as vibration. Levels of vibration experienced by vehicle drivers who drive on rough ground can cause structural damage to the body. In a study of 371 tractor drivers who frequently drove over rough ground, those who operated for long periods reported stomach complaints and spinal disorders, particularly in the lumbar and thoracic regions (Rosegger & Rosegger, 1960). Thalheimer’s (1996) review of effects of whole-body vibration in the workplace revealed an array of adverse health effects. International guidelines, introduced in 1997, seek to reduce workers’ vibration exposure to acceptable levels (International Standards Organization, 1997). Prolonged exposure to high-frequency vibration is also likely to cause injuries. This is common among workers who use handheld powered equipment such as road drills, stone breakers, and chain saws. Intense vibration can be transmitted to an operator’s ﬁngers, hands, and arms, producing effects such as intermittent numbness or clumsiness and perhaps damage to bones, joints, or muscles as well as restriction of the blood supply (as in vibration induced white ﬁnger). Prolonged rest is the only cure for all or some of these symptoms, although they can reappear if the worker is again exposed to the vibrating stimulus. Vibrating structures can also produce motion sickness and headaches, as on board a ship. A vibrating source can also provide useful information. For example, a particular combination of noise and vibration from a car engine can inform the driver that something is amiss. Effects of vibration on human performance and well-being are complex — for details see for example, Sherwood and Grifﬁn (1990), Grifﬁn (1992), European Committee for Standardization (1996), Thalheimer (1996), and Yao et al. (1998).



3.3 Perceptual organization and interpretation With such a rich and diverse array of sensory receptors, the process of interpretation, or perception, involves much more than simply processing external and internal stimuli. It involves a variety of cognitions, including learning and memory, as well as problem solving, decision making, and language. Perception and its associated cognitions comprise complex patterns that the brain continuously interprets to enable us to make sense of our world — including dangers that we face. Perceptual information, almost always from multiple modalities, is combined to produce patterns that we can understand and act upon where necessary. This includes how we perceive warnings and use that information as a
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motivator to action. For example, in his classic study of a gypsum mine, Gouldner (1955) described how experienced miners were able to identify subtle cues that presaged a roof collapse: they referred to the supporting timbers as speaking to them, which would give them time to evacuate. Still to be fully understood is the phenomenon of synesthesia, experienced by some people, in which sense modalities that are traditionally considered to be separate, become fused in various ways — up to 40 possible combinations have been identiﬁed, and it seems that this fusion of the senses occurs particularly in the limbic system (Cytowic, 2002), identiﬁed in Chapter 2 as the seat of the emotions. Synesthesia is considered to result from cross-wiring in the brain that links different senses. Our perceptual system is designed to interpret multisensory inputs simultaneously, which can be challenged by such phenomena as the Stroop Effect, which confuses the visual sense by presenting the words for various colors in colors that are different from the word itself (e.g., the word green is written in the color red), which take longer to read. The McGurk Effect confuses visual and auditory modalities, and is typically demonstrated by the sound of someone saying one thing while a video seen simultaneously shows their lips saying something else — as in watching a poorly dubbed foreign language ﬁlm. Alsuius et al. (2005) found that concentrating on a secondary task could reduce the McGurk Effect so that important information could be attended to, which would be of survival beneﬁt if a person was in real danger — such as the miners in Gouldner’s (1955) study. The location of synesthesic effects deep within the brain suggests that this capacity could be shared at least with other mammals, and quite possibly that this mode of functioning was relied upon to a much greater extent by our ancestors than most of us are capable of. The ability to sense danger using a combination of sensory modalities has important survival value, although because the nature of our environment has changed radically this phenomenon now has more curiosity than survival interest. Cytowic (2002) considered synesthesia to be a normal brain process that is displayed in only a small number of people. It has been suggested that humans are all born with synesthesia but that most of us lose the ability as our brains develop and mature, so that only around one in 2000 adults can experience this phenomenon (Mondloch & Maurer, 2004). One such person, a musician, was reported on by Beeli et al. (2005), who described the musician as using her synesthetic sensations in the complex task of tone-interval identiﬁcation. In this individual, each of around ten tone intervals (e.g., minor third, major seventh) was consistently associated with a different taste, the effect being unidirectional — that is, the musician did not hear the tone when exposed to the corresponding taste, evidence according to the authors of a synesthesia-cognition cascade. Beeli et al. suggested that synesthesia could be used to solve cognitive problems. It has been known for some time that people have different preferred sense modalities, the most common being visual (seeing problems pictorially for example), with affect (feelings and emotions), and verbal (thinking in words) also common, while other sense modalities, such as taste or smell were much less common (Bandler & Grinder, 1979). An interesting illustration of how one welldeveloped sense modality may be confused by another, is given in Summary Text 3.6, while Summary Text 3.7 gives an example of how our visual sense can be readily fooled.



3.3.1 Organization After concentrating on relevant stimuli, we organize the incoming information. When people watch a safety ﬁlm, the soundtrack and visual images are complementary and help the audience to organize the messages. Repetition of a message, as in advertising or a safety campaign, also contributes to perceptual organization. However, this can be difﬁcult in circumstances where the stimuli are ambiguous or difﬁcult to grasp. Thus, people tend to make their world more understandable by emphasizing stability and constancy.
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Summary Text 3.6 Seeing is Believing Many years ago, a renowned speaker presenting the Royal Institution Christmas Lecture in London wished to illustrate the way in which our senses combined to provide important information about our external world. To do this, he introduced an expert wine taster and placed two glasses of red colored wine on the bench. Being invited to sample the wine in the ﬁrst glass, the wine taster went through his usual routine of studying the look of the wine, and then its aroma, before ﬁnally tasting it. One sip was sufﬁcient for the expert to quickly identify the wine’s characteristics and within a short time he was able to locate almost the precise vineyard in which the grape had been grown. Suitably impressed, the audience applauded this man’s genuine expertise and knowledge of his subject. The speaker then presented the wine taster with the second glass and the same procedure was followed. However, on this occasion the wine taster was clearly puzzled and took several sips from the glass before eventually admitting that he could not identify the wine, but that it was acceptable to the taste, without being a “classic wine.” The speaker then dropped the bombshell by asking the wine expert if he considered Chablis to be a classic wine. The wine taster immediately knew that he had been duped by the tasteless red coloring that had been added to this glass of famous white wine. Not only the expert, but also the audience had been fooled into thinking that this was genuinely a red wine and once the incorrect branch for identifying a wine had been entered, it seemed that there was no way back. From the very start of the exercise, the expert’s visual sense had locked his perceptual processing into the category “red wine.” The short discussion that ensued focused upon the importance of the initial visual impression given by a wine and the point had been ably demonstrated.



Summary Text 3.7 Fooling the Visual Sense The capacity to manipulate how sensory information is organized and interpreted by an audience is demonstrated in the stage show magic of the classic illusionists. For example, in the 1800s, the famous French magician Robert Houdin performed an illusion that involved juggling three balls, whilst telling the audience a story — which varied, but always included a theme on the number three, such as the moon, sun, and earth. During the telling of this story, whilst the juggling movement of three balls was constant, Houdin would progressively place the balls, one at a time, into his pocket; ﬁnally, he would clap his hands, and the three balls, which the audience perceived he had been juggling continuously throughout the story, would appear to have vanished into thin air! (Axworthy, 2005).



Constancy is illustrated in situations where objects are perceived as stable (e.g., in size) despite signiﬁcant changes in the stimuli reaching our senses. Thus, a person who is close to us rather than distant produces a larger image on the retina, but we make allowances for the differences and we still see a normal sized adult. Likewise, we make adjustments for variations in effects produced by light on different surfaces, seeing color as we expect it
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to be, rather than how it is. For example, sunlight coming into a room with a white ceiling and a blue carpet may make the ceiling appear blue from the reﬂected light. However, because of the constancy effect we still see the ceiling as white. Under certain circumstances constancy does not hold good, so that what we see appears to be quite different from what we know to be true. In such circumstances, illusions occur as errors of perception. For example, when we see the moon near the horizon, it looks larger than when we see it high in the sky, even though the moon produces the same sized retinal image in both cases. One explanation for this illusion is that the perceived distance to the horizon is judged to be greater than that to the zenith and it is this greater perceived distance that leads us to see the moon as larger at the horizon (Holway & Boring, 1941). Illusions of movement arising from stationary stimuli are not uncommon. For example, an isolated stationary light in an otherwise dark visual ﬁeld appears to wander after observing it for a while. This autokinesis effect is often encountered in ﬂying (Hawkins, 1987). There are numerous reported cases of mistaken identity of lights, such as a pilot circling round the wing tip light of the aircraft to identify it. There are also examples of illusions arising from moving stimuli. For example, when you look out of the carriage window of a stationary train and see another train moving off from an adjacent platform. The perception that your own train is moving is the illusion of induced movement. Another common illusory problem experienced in visual ﬂights relates to evaluating the relative altitude of approaching aircraft and the subsequent collision risk assessment. At a distance, an aircraft appears initially to be at a higher level but may eventually pass below the level of the observer. Mountains at a distance appear to be above the aircraft, but are eventually seen well below it. Two aircraft separated by 1000 ft may appear to be approaching each other’s altitude, and both pilots have been known to take unnecessary evasive action, possibly increasing the risk of a collision with another aircraft (Hawkins, 1987).



3.3.2 Interpretation Interpretation of information or stimuli of interest to us follows the organization of our perception. Our cognitive processes, the way we think and feel about the world, aid interpretations. We are highly selective in the way we attend to stimuli, which is perhaps unsurprising, given our different needs, values, objectives, education, training, and experiences. Information is ﬁltered through a person’s frame of reference or personal model of the world. Information that challenges cherished positions may be rejected unless it is accommodated in some way within the individual’s belief system (see Chapter 6). It may have to be fed to the individual on a piecemeal basis if a behavior or attitude change is sought. Information that is absorbed into the person’s belief system is afforded some form of protection (Ross et al., 1975). The notion of consistency, congruity, or balance underlies such theories as those of Festinger (1957) on cognitive dissonance: the basic premise being that people strive to make their attitudes and behavior consistent. The narrative in Summary Text 3.8 illustrates a safety-related example from the cognitive consistency perspective. People tend to strive for consistency in their mental models and can unconsciously modify their existing belief systems by appealing to hindsight (Fischhoff, 1975). With the beneﬁt of hindsight, an unexpected outcome, such as an injury, can be seen to have some purpose and can, to some extent, compensate for poor prediction. This means that the individual does not have to overhaul their ideas completely. If we are concerned with communicating safety messages that are designed to challenge people’s frames of reference, it is important to consider strategies for effecting such change. One approach is to challenge current frames of reference dramatically. An example would be a person who has an injury or hears about a friend who has suffered a traumatic injury. Such an event can pose a substantial challenge
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Summary Text 3.8 Cognitive Dissonance: A Safety Example Cognitive dissonance occurs when our attitudes and behavior are inconsistent or dissonant. The theory is based on an assumption that people need consistency between their attitudes and behavior and that any inconsistency will result in them striving to reduce or eliminate it. For example, if a person smokes (behavior) and at the same time believes that smoking is harmful (attitude) then they are in a situation of dissonance with respect to smoking. Logically there are only two ways in which they can reduce or eliminate the dissonance; ﬁrst to change the behavior and second to change their attitude toward the behavior. In our example, there is only one way in which they can change their behavior so that it becomes consonant with their attitude and that is to stop smoking. However, there are a number of ways in which they could change their attitude so that it becomes consonant with their smoking behavior. For example, they could reason that smoking helps them to concentrate at work or that it helps them to feel at ease in social situations or that whatever the possible long-term harm, they still actually enjoy smoking. Alternatively, they might think that they are unlikely to get cancer even if others do, or they might say to themselves that they might die in some other way so why stop smoking, or that if they do fall ill they will be looked after, or they might . . . and so on. In other words, there are many alternative ways of changing an attitude about something so that it ﬁts with your behavior, while options for changing behavior may be fewer. Thus, when we are seeking to make health and safety improvements involving human behavior, it is not enough to change attitudes, as these might simply swing round to remain consonant with risky behavior in some other way. It is essential to address behavior directly and also to ensure that attitudes corresponding with that behavior remain consonant with it. For example, in training people to follow a safe system of work, the behavior that this involves needs to be reinforced with reminders that inﬂuence attitudes in the same direction — for example, that intelligent people use this method, that it was developed by people experienced in the technique, and so forth. Cognitive dissonance is a theory with potential practical health and safety applications.



to a prevailing negative perspective about the need for cautionary measures. However, because injuries remain relatively rare events, this option cannot be relied upon. This is similar to the change in views that cultural theory prototypes might experience as a result of contact with an alternative perspective, described in Chapter 2. An alternative is to use a training program to change the foundation that underpins the frame of reference. For example, as part of training sessions in risk management, organizations may use case studies of major incidents in other organizations on the grounds that, given similar circumstances, they could ﬁnd themselves in a similar position. Using appropriate case studies can help to promote a profound learning experience, leading to changes in management, working practices, training, design, and other risk management components.



3.4 Attention and vigilance A wide variety of stimuli compete for our attention. Physical stimuli likely to attract our attention include large objects, loud sounds, strong colors, repeated occurrences, a moving
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object in a stationary setting, and an event that contrasts sharply with its surroundings (e.g., an injury or a near hit). As we cannot attend to all stimuli coming our way, we select those that we consider to be most relevant to our needs. A real challenge for safety and risk scientist practitioners is how to inﬂuence people’s perceptions, including those responsible for managing others’ safety, so that they are motivated to select safety relevant information at appropriate times. Matthews et al. (2000) provide a more extensive review of cognitive aspects of selective attention, divided attention, vigilance, and sustained attention.



3.4.1 Sustained attention and vigilance The main sense modality involved in collecting information is vision in many activities, for example, driving. A lack of visual attention has been associated with vehicle crashes (Porter, 1988; Arthur et al., 1994), although other studies have failed to ﬁnd a systematic relationship between visual performance and driving ability (Evans, 1991). Arthur et al. (1994) found signiﬁcant correlations between three versions of a computer-based visual attention test (ranging from 0.26 to 0.38) between errors on visual attention scores and self-reported driving crashes. When driving, paying attention to the road (primary task) is essential, multiple secondary tasks in cars, including using cell phones (Lesch & Hancock, 2004; Patten et al., 2004; Törnros & Bolling, 2005) have been shown to have a detrimental effect on driver performance. Effects include signiﬁcantly reduced headways and increased brake pressure (Lansdown et al., 2004). Motor manufacturers have responded by developing multi-controls that require minimal visual attention; for example, the BMW 5 series is equipped with the iDrive (Dukic et al., 2005). The capacity to sustain visual attention over prolonged periods (vigilance) is required in a number of work tasks, such as train driving, in which errors can be associated with vigilance failures (Haga, 1984). Vigilance tasks, particularly those requiring monitoring for infrequent events, are susceptible to preoccupation and distraction effects (for further discussion, see Section 4.3.1). Smiley (1990) concluded that sustained attention failure was a major contributing factor in the Hinton train disaster in Canada in 1986. A number of problems are associated with automating tasks, where many of the more challenging tasks are automated, leaving monotonous monitoring tasks, which are ill suited to humans (see Bainbridge, 1987, for further discussion). Automated systems are often introduced to help operators cope with increasing workload, but either prove unreliable with the result that operators cease using them (Muir & Moray, 1996), or they prove extremely reliable, resulting in operators not monitoring them effectively (Parasuraman et al., 1993).



3.4.2 Selective attention Apart from the effects of physical stimuli attracting our attention, our mental condition is also important, which will be affected by such factors as our personality, motivation, and learning ability. We are inclined to attend to signals or cues that are of interest to us. For example, a safety and risk scientist practitioner may take a keen interest in the safety aspects of a media report of a major disaster. Likewise, a safety and risk scientist practitioner’s motives in respect of his or her professional activities will alert that person to see things in a safety or risk context. Motivations can selectively bias perceptions — for example, a hungry person is drawn to images of foods on display posters because of the association between food and gratiﬁcation of the hunger need. This is called selective attention. In coping with a threatening situation, selective attention can come to our assistance. This manifests itself when a person ignores stimuli considered to be mildly threatening but attends to stimuli posing greater threats. Apart from their speciﬁc motives, the person’s experience of the stimulus can aid perception. This can be seen when an audible sound signifying a hazard
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is isolated as being more important than a number of other sounds that are heard at the same time. As humans attend selectively to phenomena, in order for a message to be successfully delivered it must be presaged by some mechanism that alerts the receiver. It is like tuning in a radio to a particular frequency to listen to a particular channel. This “tuning in,” which applies to all the senses, is akin to another important aspect of perceptual and attention mechanisms and that is expectation. Using data from our senses, what we perceive is governed very much by what we expect to perceive. This in turn is largely determined by our previous experience. The expectation of perceiving a particular set of circumstances, often known as perceptual set, can be a powerful determinant of whether we are able to take in and act upon new information. For safety and risk scientist practitioners, breaking a perceptual set, for example, in a line manager, may be a problem. Human beings, unlike computers, are not very good at picking up minor deviations from sequences or small changes in routine; this is the type of task that is properly devolved to machines or computers. A number of studies have noted the contribution that perceptual errors have made to injuries, for example, in relation to train drivers who pass signals at danger (Davis, 1958, 1966; Buck, 1963; van der Flier & Schoonman, 1988; Gilchrist et al., 1989). Van der Flier and Schoonman (1988) examined the circumstances of 224 signals passed at danger (SPADs) on Dutch Railways over a 2-year period. Causes associated with driver error included those shown below with percentages of incidents classiﬁed under each cause. Some incidents could be classiﬁed under more than one cause as follows: Stop signal not noticed Stop signal noticed too late Previous signal not noticed Incorrect anticipation of signal Distraction Faulty braking



32% 26% 7% 11% 11% 11%



The ﬁrst ﬁve causes are all perceptual errors that are related to the mechanisms of false hypotheses and preoccupation. False hypotheses can take a number of forms, but generally occur when people respond to situations as they perceive them, rather than as they really are (Davis, 1958). The hypothesis governs the way in which a person perceives the situation and how the perceptual material available is organized (Davis, 1958). The persistence of a false hypothesis can be strengthened under a number of conditions, two of which are particularly relevant in the railway industry. First, is the condition of strong expectation and can be based on past experience or on appraisal of the current situation. This has a particularly strong effect and has been shown to persist even when the signal is strong and of some duration. Second, is the effect of speciﬁc end deterioration, which occurs when anxiety is low, particularly following a stressful period or event. Studying causes of collisions with highly conspicuous police vehicles parked on the hard shoulder of a motorway, Langham et al. (2002) found similar factors operating. These collisions resulted from vigilance failure and false hypotheses about road conditions (e.g., drivers would assume that a vehicle was moving, not stationary) rather than sensory failure. Sufﬁcient is known about the limitations and inﬂuences upon humans’ visual and other senses for work and other environments to be designed to take account of many of these. Analyzing causative factors that led to the Ladbroke Grove train crash, Lawton and Ward (2005) identiﬁed a number of perceptual errors that could lead the driver to pass a signal at danger and to contribute to the crash. These were: expectation — the train driver had never experienced a red signal at the particular signal site, an expectation that may have delayed his interpretation and response; distraction/preoccupation — as the driver was relatively inexperienced, he may have been distracted, for example, by checking the route;



clarke: “3090_c003” — 2006/3/14 — 15:43 — page 80 — #14



Chapter three:



From sensation and perception



81



and false perceptions — direct sunlight on the signal may have led the driver to perceive the signal as a double yellow, meaning proceed with caution, rather than red, meaning stop. The authors concluded that possible actions involving perceptual errors included: • Driver expected to see a yellow signal and consequently misperceived the signal • Driver failed to check the signal again (perhaps because he became distracted, by the need to make a public announcement, log into the cab secure radio, or check the route) • Driver performed only a cursory check to reafﬁrm his biased ﬁrst sighting of the signal



3.4.3 Effectiveness of warnings Warnings can take many forms, including verbal, written, or pictorial, as appealing to human cognitions; or they may appeal directly to the senses, as in the case of alarms, bells, or other noises, smells, or sights. Most warning systems use the visual and auditory senses, but other senses can be used. For example, Wogalter and Mayhorn (2005) gave the illustrations of bitter substances added to detergents so that children would spit out rather than swallow dangerous chemicals; odor added to natural gas to aid gas leak detection, and an aircraft control stick that shakes to indicate that too steep a slope has been taken by the pilot. For any communicated message, including a warning, to be effective, certain conditions must be fulﬁlled. These are shown in Summary Text 3.9, from which it should be clear that presenting effective warnings requires at least the following features: • Timing — the warning should be given at exactly the right moment • Audience — the warning should reach all those for whom it is intended, and ideally should not be wasted upon those for whom it has no use or meaning • Explicitness — the warning should tell those for whom it is relevant exactly what they should do — general exhortations are unlikely to be effective An example of a warning that meets these requirements well is given in Summary Text 3.10. The style and format of an effective warning will be dictated very much by the nature of the danger and those who might be affected by it. Thus, in the example given in Summary Text 3.10, a combination of written and pictorial warning messages was effective. Auditory warnings are particularly useful when the person is engaged in a visual task, where a visual warning might be missed or interfere with the primary task. Criteria are available for deciding when to use auditory or visual presentation of warnings, and these are shown in Summary Text 3.11. Less predictable or immediate dangers will require different approaches. Dimensions associated with danger perception identiﬁed by Pérusse (1980) are shown in Figure 3.1. The crucial dimensions used are those shown at the top of Figure 3.1, namely scope for human intervention (what could I do about a given danger?) and dangerousness (what is the worst thing that could happen as a result of this danger?). Components of each of these major dimensions are discussed in various publications, for example, HSC (1993a) — see also the discussion in Chapter 2. People may adapt to repeated stimuli by developing reduced awareness. For example, we may become oblivious to the dangers of driving a daily route, thereby increasing our crash risk. Accounting for this phenomenon, it could be argued that a repeated stimulus contains no new information. This is analogous to people living near to a nuclear power station adapting to this situation in the absence of an incident. Anxieties subside with the accompanying cognitive reassessment of the probability of an incident. However,
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Summary Text 3.9 Conditions Required for Effective Communication Sender should be



Message should be



Channel should be



Active Aware Sensitive Selective Sympathetic



Accurate Open Adequate Capacious Addressed correctly Economical Economical Low noise Direct Secure Timely Swift Reliable Up-to-date Actually sent!



Receiver should be Present Attentive Literate Perceptive



Summary Text 3.10 A Case Study in Communication An airline was becoming increasingly embarrassed by injuries resulting from passengers falling down the steps to the tarmac after alighting from its aircraft. It had tried various means of reducing the passenger injury toll, including in-ﬂight warnings and cabin crew members instructing passengers to mind how you go as they left the aircraft, but none had any noticeable effect. The airline’s management then called in a research team to see whether they could provide a solution. The researchers tried a number of alternative solutions before coming up with one that seemed to work. The method was as simple as it was elegant. As passengers left the aircraft and walked onto the platform at the top of the steps they were confronted with a poster on the side panel of the platform. The poster displayed the words HOLD THE RAIL, underneath which was a picture of someone lying on the tarmac at the foot of the steps. Following the introduction of the poster on all its airport steps, the airline found that a signiﬁcant reduction in passenger falls resulted. The poster that was used in this case fulﬁlled the essential criteria for effective communication in safety. It was given at exactly the right moment — when passengers were about to descend the steps; it was available only to those for whom the message was intended and not wasted on anyone else; and it gave an explicit instruction as to what to do. The written message was backed up by a picture of what could happen if you didn’t follow the instruction. As a general principle, if fear or threat is used in safety propaganda then this must be accompanied by explicit instruction on how to avoid the threat. Source: After Piccolino, E. B. (1966). Depicted threat, realism and speciﬁcity: Variables governing safety posters’ effectiveness. Unpublished Ph.D. thesis, Illinois Institute of Technology.



those living at a slightly greater distance may experience greater anxiety or dissonance (see Summary Text 3.8) as they are still close enough to perceive the risk but not sufﬁciently close to reduce the dissonance, for example, by gaining beneﬁts such as employment or obtaining support from others in the community. This is also an issue in designing warning
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Summary Text 3.11 Guidelines on Using Auditory or Visual Information Use auditory presentation if:



Use visual presentation if:



Message is simple Message is short Message will not be referred to later Message deals with events in time Message calls for immediate action Visual system is overburdened Receiving location is too bright or dark adaptation is required Job requires continually moving about



Message is complex Message is long Message will be referred to later Message deals with location in space Message does not require immediate action Auditory system is overburdened Receiving location is noisy Person’s job is in one position



Source: After Deatherage, B. H. (1972). In H. P. Van Cott and J. Kinkade (Eds.), Human Engineering Guide to Equipment Design (pp. 123–160). Washington, DC: U.S. Government Printing Ofﬁce.



signs, for example, those warning of the presence of children at schools; whilst the signs are permanently erected at the school entrance, the danger will be relatively low, except when children are entering and leaving school. Therefore, some signs are designed to ﬂash at these times, to indicate the increased hazard. Wogalter and Mayhorn (2005) discussed ways in which new technology can be used to enhance warning systems.



3.5 Causal attribution The essence of a cognitive approach to behavior is that individuals seek to understand and interpret their environment as essential antecedents (e.g., motivators) to action. Central to this approach is to understand how perceptions translate into behavior. Cognitive derivatives, such as attitudes, motives, and beliefs, mediate stimuli and responses, that is to say thought inﬂuences action, and a purely mechanistic or behaviorist approach is inadequate to account for the complexity of human action. An illustration is given in Summary Text 3.12. In the remainder of this section, we describe key features of attribution theory — a cognitive approach to motivation. Attribution theory originated in the study of subjective experience (phenomenology); stimuli from the environment provide information, which is processed to give meaning to that environment. Attribution theory is concerned with how individuals interpret events that are caused in their environment and with their inferential perceptions of causality. Motives are attributed. The development of attribution theory was inﬂuenced by Gestalt psychology and by ﬁeld theory, behavior being a function of person and environment. Early attribution theorists (Festinger, 1957; Osgood et al., 1957; Heider, 1958) considered disequilibrium to be a basic principle of motivation. An individual strives for balance or consonance with the environment and this was considered to be the primary motivating force. However, in modern attribution theory, reducing dissonance (e.g., in the form of conﬂicts between attitudes and behavior — see Summary Text 3.8 for an example) or achieving balance, is a means to achieving superordinate (i.e., higher order) goals. Thus, attributions are made: ﬁrst, to enable an individual to predict events, and second, to help them to exert control over events. Thus, the need for control is the primary motivation in attribution theory and predicting events facilitates this control. The sequence of events in making attributions is shown in Figure 3.2.
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Dangerousness



Scope for human intervention



Danger origin



Natural vs. Man-made



Planning



Severity of consequences



Prevention



Control



Nature of consequences



Risk acceptance



Occupational vs. Nonoccupational



Moving vs. stationary



Frequency of occurrence



Number affected



Voluntariness of activity



Foreseeability



Controllability



Extent of damage



Likelihood



Widespread vs. localized



Prominence



Short-vs. long term effects



Riskiness



Population at risk



Figure 3.1 Hierarchy of dimensions in danger perception. (Reproduced from Pérusse, M. (1980). Dimensions in the perception and recognition of danger. Unpublished Ph.D Thesis, Aston University. Birmingham. With permission.)



According to Kelley’s (1972) covariation model, attributions are made on the basis of the three types of information, which are: • Consensus: to what extent does the behavior generalize across actors? Consensus is high when a large majority of people would behave in the same way in the same situation; consensus is low when, given the same situation, a large majority of people would have behaved differently. • Distinctiveness: to what extent does the behavior generalize across situations? Distinctiveness is high when the same actor only behaves in this way in this particular situation, but not in other situations; distinctiveness is low if the same actor would have behaved in the same way in other situations. • Consistency: to what extent does the behavior always occur, given the same actor in the same situation? Consistency is high when the behavior always occurs, but low when the behavior is a rare occurrence. For example, a manager may observe a worker violating a company safety rule on a certain occasion. Based on consensus, distinctiveness, and consistency information, the manager



clarke: “3090_c003” — 2006/3/14 — 15:43 — page 84 — #18



Chapter three:



From sensation and perception



85



Summary Text 3.12 The Power of Cognition A participant in an experiment is occasionally given electric shocks when he makes errors while learning a task. The participant is able to cancel the onset of the shock by quickly pressing a button after making an error — assuming that he realizes the error — in which case a shock is no longer given. The behaviorist experimenter disables the shock generating mechanism and then observes behavior to see how long the participant continues to press the button after making errors. The experimenter is testing how long the now nonfunctional button pressing behavior continues to the point of extinction — the point at which the participant realizes that even if he fails to press the button in time, no shock will be delivered. The experimenter records many superﬂuous button pressings. A cognitive researcher carrying out the same experiment simply says to the participant, “Please continue with the task, but I’m not going to deliver any more shocks so you don’t need to use the escape button any more.” The consequence is that having had the situation explained to him, as opposed to leaving him to ﬁnd out by trial and error, the experimental participant ceases to press the button immediately (assuming that he believes that the experimenter is telling the truth, although in any case he is certain to test this hypothesis to conﬁrm that it is true) and gets on with the task. Thus, if we view human beings as mere recipients of physical stimuli, we cannot advance beyond a behaviorist perspective, whereas if we take account of their complex mental apparatus and explain things to them, then we are dealing with a more complete perspective of what governs or motivates human behavior. An analogous situation in the risk management ﬁeld would be to leave an inexperienced worker to ﬁnd out for him/herself about the hazards of a job. Eventually, through trial and error this may happen — if the youngster is not killed ﬁrst. However, if the hazards and necessary precautions are explained to the worker, then this constitutes a more immediate and more effective way of getting important safety information across.



could make a number of different attributions as to the reason why the worker violated the rule (see Summary Text 3.13). The incident may be attributed to one of three basic causes: the worker (the actor — the person engaging in the behavior), the task (the entity — to which the behavior was directed), or the situation (the context — the circumstances in which the behavior occurred). Weiner (1979) suggested that causes are categorized along three dimensions: locus (internal vs. external), stability (temporary vs. permanent), and controllability (controllable vs. uncontrollable). In Scenario A in Summary Text 3.13, an external cause (the situation) provides an explanation for the worker’s behavior. In this case workers may only break the rule when they perceive that there is pressure to put production before safety — for example, when there are tight deadlines to be met and supervisors turn a blind eye to rule violations. In Scenario B, the rule itself (the entity) provides a causal explanation for the worker’s behavior — the rule may be inappropriate to local conditions. Reason et al. (1998) noted, “it is not uncommon for organizations to develop and formalize procedures with little consideration for the practicalities of working with them in everyday situations” (pp. 297–298). In Scenario C, an internal cause (the actor) is responsible for the observed
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Is modified by



Beliefs



That structure



Cognitions



That determine



Behavior



Figure 3.2 General attribution sequence.



behavior — that is, the manager might attribute the behavior to personality traits (such as risk taking or sensation seeking) or to a cavalier attitude toward safety. The attribution made will have very different implications in terms of safety interventions to prevent this type of behavior recurring. In Scenario A, a cultural intervention might be required, targeting the current safety climate of the workplace (see Chapter 6) and supervisory behavior. In Scenario B, an intervention targeted at the work task could be required, reviewing and redrafting procedures and rules governing the task, in consultation with the workforce. In Scenario C, an individual-level intervention would possibly be required, targeting the perceived internal cause of the behavior, for example, personality or attitudes, or the behavior itself (see Chapter 5). In the latter case, the manager may attempt to change behavior through punishment (e.g., verbal warning), or improve attitudes toward safety (e.g., safety training and education). However, where the cause of the behavior is seen as stable and internal (i.e., enduring and immutable), such as personality traits, the action may be to ﬁre the worker. Dejoy (1994) suggested that when poor safety performance is attributed to controllable factors, such as breaking safety rules, harsh and punitive actions often follow. The extent to which individuals can successfully weigh up the three sources of information is limited. There is a strong tendency, called the fundamental attribution error, to overemphasize the inﬂuence of internal causes, as opposed to external ones, when judging other people’s behavior. Thus, a manager looking for a causal explanation for a worker’s behavior will tend to focus on cues related to the actor, rather than the situation. To some extent this can be explained when the context of the observer is considered: for the observer, the behavior of an actor is most salient, being viewed against the background of the environment. The fundamental attribution error is only made when judging other people’s behavior, not our own. When we take the role of the actor, our perspective is quite
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Summary Text 3.13 Different Ways of Attributing Causality Depending on Consensus, Distinctiveness, and Consistency Information Scenario A 1. High consensus — in the same situation all workers would violate this safety rule 2. High distinctiveness — this worker only violates a safety rule in this particular situation, but does not generally violate safety rules 3. Low consistency — this worker does not always violate this rule in the same situation Causal attribution: CONTEXT — the particular situation on this occasion made following the rule impossible. Scenario B 1. High consensus — all workers would violate this safety rule in the same situation 2. High distinctiveness — the same worker only violates a safety rule in this particular situation, but does not generally violate safety rules 3. High consistency — the same worker always violates this rule in the same situation Causal attribution: ENTITY — the safety regulation is unworkable in this particular situation. Scenario C 1. Low consensus — other workers would not generally violate this safety rule in the same situation 2. Low distinctiveness — the same worker tends to violate safety rules generally in other situations 3. High consistency — the same worker always violates this safety rule in the same situation Causal attribution: ACTOR — the worker is unsuited to this job — for example, is overconﬁdent, arrogant, or a risk taker, or has a cavalier attitude toward safety.



different, the situation, rather than the behavior, is most prominent, as we observe that our own behavior takes place within a particular context. Thus, we tend to use more situational cues when attributing causal explanations to our own behavior. There is also a disparity in the amount of information available to each party. The actor has information about his or her own intentions and experience, while the observer must infer information about intentions from the context of the behavior and from general social norms. A related tendency is to underuse consensus information when making causal attributions; thus, there is a tendency for observers to judge an actor’s behavior in isolation, with little reference to how most people would behave in the same situation. A standard test when analyzing
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the behavior of actors involved in major crashes, for example, in the airline industry, is the substitution test, which involves asking whether an individual with the same qualiﬁcations, background, and experience would be likely to have behaved in the same way under the prevailing circumstances (Reason, 1997). Evidence suggests that attributional effects inﬂuence the way in which managers interact with their subordinates (Martinko & Gardner, 1987; Crant & Bateman, 1993). However, culture may also inﬂuence how attributional effects operate. For example, the fundamental attributional error is much more pronounced in Western cultures, which place greater emphasis upon individual responsibility, compared with many other cultures (Menon et al., 1999). The following section presents a more detailed discussion of attributional effects and some implications for safety. The ubiquity of attributional effects, or cognitive biases as they are sometimes termed, might indicate that they serve one or more important psychological or social functions, for example, maintaining an individual’s integrity, protecting a person from psychological harm (such as reducing the impact of potential harm in social situations, and maintaining comfortable feelings), or maintaining a view that (contrary to many experiences) the world is a just and fair place. It seems likely that human evolution has primed several of our cognitive processes to serve a general protective function. In Section 3.5.1 a number of attributional effects are described, and it may be apposite to consider the underlying function or rationale for these biases.



3.5.1 Attributional effects There is evidence to suggest that the fundamental attribution error tends to operate in safety-related situations, so that managers and supervisors tend to overemphasize the role of internal, worker-related factors in incidents, compared with situational factors (Mitchell & Wood, 1980; Dejoy, 1987; LaCroix & Dejoy, 1989). This bias also seems to extend to incident investigators — Perrow (1986) found that investigators attributed 60 to 80% of incidents to operators, despite a more detailed analysis revealing that this was true in a maximum of 30 to 40% of cases. Workers, on the other hand, tend to attribute their own injuries to factors in the environment, for example, design faults in apparatus or layout of controls (see Chapter 4). Recommendations for injury prevention are more likely to be aimed at altering the person rather than the setting; hence the frequently seen recommendation for action on injury report forms ‘told him not to do it again’. Furthermore, Dobbins and Russell (1986) showed that where workers did not perceive themselves as responsible for an injury, post-injury interventions targeted at individuals (such as training and punishment) were met with resentment and resistance. A further effect is defensive attribution — the tendency for individuals who perceive themselves as personally and situationally similar to an injury victim to make more external attributions regarding injury causation (Burger, 1981). The operation of this bias acts to maintain or enhance the person’s own self-esteem (Shaver, 1970). Taking the example of an injury victim, the more that people believe that one day they may ﬁnd themselves in the victim’s position, the more they attribute his or her circumstances to chance. This implies that they will be protected from blame should the same misfortune befall them. Another factor inﬂuencing the responsibility attribution is the just world hypothesis (Lerner & Simmons, 1966), which postulates that we need to believe that people get what they deserve and deserve what they get. Thus, if we see a victim of misfortune, such as an injury or illness, we tend either to blame or to derogate the victim because it is psychologically threatening to us as individuals to believe in a world governed by random reinforcements. In this scenario, we like to believe that all is for the best in the best of all possible worlds (Voltaire, Candide).
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The controllability dimension will affect attributions of responsibility, and associated emotional responses (Weiner, 1995). As the consequences of an unfortunate event, like an injury, become more severe people are increasingly motivated to assign blame to someone who might be responsible for the injury. Assigning blame reassures people that they will be able to avoid similar disasters, for if causality is assigned to unpredictable (and therefore uncontrollable) events then we have to concede that such an event might happen to us. Thus, motivated attributional processes are a means of encouraging and maintaining a person’s effective exercise of control in their world in order to maintain the belief in control over their environment. The attributional sequence is shown in Figure 3.3. The example of the OJ Simpson trial is given in Summary Text 3.14. Self-beliefs of efﬁcacy, for example, believing that you can control a situation, are central to motivation because they inﬂuence causal attributions, expectancies (see Section 3.5.1.2), and personal goal setting (Bandura, 1989). The concept of self-efﬁcacy has links with the experience of stress and coping strategies, and is discussed in this context in Chapter 7 (especially Section 7.5.3.2).



3.5.1.1



Self-serving bias



This refers to the tendency for a person to take credit for their successes or improvements in their own behavior but not to accept blame for increasing failure or mistakes (Bradley, 1978). This bias can operate when we seek to protect ourselves from blame when things go wrong, for example, when injuries occur. For example, a supervisor will attribute the success of his or her high-performing workgroup to effective leadership skills, whilst explaining poor group performance as the result of insufﬁcient effort from group members. This bias inﬂuences people to attribute causality in a way that will avoid any blame or responsibility being directed at them.



3.5.1.2



Severity bias



People are held to be more responsible for serious consequences than for minor ones, even if the antecedents are the same. This bias stems from the supposition that serious



Individuals want to be able to control events



Internal factors are perceived to be more controllable than are external ones



Gives rise to a bias toward making internal attributions



Tendency to be optimistic in respect of underestimating the probability of aversive events (e.g., believing that you will not be harmed)



Figure 3.3 Attributional effects sequence.
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Summary Text 3.14 The Case of OJ Simpson Graham et al. (1997) conducted an attributional analysis of Americans’ reactions to a much-publicized media event: the violent stabbing to death of OJ Simpson’s ex-wife, Nicole Brown, and her male friend, Ron Goldman, in Los Angeles on June 12, 1994, and the subsequent trial, and eventual acquittal, of OJ Simpson for their murders. OJ Simpson was a high-proﬁle African American, whose fame had been built on his success as a professional American footballer, and his later career as a movie actor and sports broadcaster. Although the prosecution case seemed strong (Simpson had a history of domestic violence against his wife, had made violent threats against her, and had purchased a knife similar in size and shape to what was believed to be the murder weapon; he wore shoes the same size as a set of bloody footprints that had been found leading away from the crime scene, and he had no alibi), the defense claimed that Simpson had been framed by the Los Angeles Police Department and was a victim of a ﬂawed and racially biased judicial system. The jury, which consisted of nine African Americans, two whites, and one Hispanic, eventually acquitted OJ Simpson of the murders. Graham et al.’s study examined the responses of 177 Americans (119 White, 58 African Americans); those people who perceived that OJ Simpson’s actions were controllable (e.g., jealousy, anger/rage) inferred responsibility/blame for his ex-wife’s murder, felt little sympathy and some anger, and endorsed severe punishment. On the other hand, a more lenient sentence was endorsed when people viewed his actions as less controllable (e.g., related to his ex-wife’s behavior, such as having affairs, neglect of her children) held him less responsible, reported greater feelings of sympathy and less anger. The dimension of stability also inﬂuenced recommendations of punishment severity, with those who perceived the cause of the crime to be more stable, being more likely to endorse severe punishment. Interestingly, the study demonstrated signiﬁcant racial differences, with African Americans much more likely to perceive OJ Simpson’s actions as less controllable, and therefore viewing him as less responsible; they also reported feeling more sympathy and were more likely to endorse rehabilitation. Apossible explanation is that African Americans were more likely to perceive themselves as similar to OJ Simpson, in terms of race, and therefore made more external (uncontrollable) attributions (defensive attribution).



consequences (such as that occur in disasters) are in some way controllable, and therefore preventable. Thus, those involved in the chain of events leading into disaster must have been able to foresee the consequences, and should therefore be held responsible for failing to prevent them. The illustrative case of Gary Hart is given in Summary Text 3.15. Severity bias reﬂects the need that individuals have to satisfy themselves that disasters can be prevented: blame is attributed to the actor, thus removing the possibility that such an injury could happen to them (see above discussion on attribution of responsibility, Section 3.5.1). When many people are killed in an incident, an inquiry is almost inevitably held; whereas if few or no people are killed, even if the potential for a higher death toll existed, then an inquiry is unlikely.
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Summary Text 3.15 The Case of Gary Hart Gary Hart fell asleep at the wheel of his car whilst driving on the M62 motorway in the United Kingdom on February 28, 2001. In itself, falling asleep whilst driving, particularly on a motorway, is not an unusual occurrence. A U.K. survey (Maycock, 1996) found that 29% of 4600 respondents admitted to having felt close to falling asleep at the wheel in the previous year, and 18% had been involved in sleep-related crashes during the previous three years. However, the consequences for Gary Hart were much more serious than in the estimated 15 to 20% of motorway crashes that are due to the same antecedent, falling asleep, each year (Horne & Reyner, 1995; Maycock, 1996). Gary Hart’s Landrover plunged off the M62 onto the East Coast main railway line below, causing the Selby rail disaster, in which ten people died (HSE, 2002). He was convicted of causing death by dangerous driving and sentenced to a 5-year prison term. His case was compounded by the fact that his sleepiness was caused by having spent the previous night on the phone to a woman he had met over the Internet (controllable); it may have been viewed as less blameworthy if the cause had been viewed as uncontrollable, such as tending to a crying baby.



3.5.1.3



False consensus



People tend to think that their own beliefs are universally shared — that is, that others think the same way as they do. For example, people who believe that most injuries are caused by carelessness might well consider that most other people believe this as well. Children in particular display this bias and need to learn that other people think differently, although some people apparently go through life making few concessions to others’ views!



3.5.1.4



Situation bias



People underestimate the degree to which a person’s role in a situation can modify their behavior. This means that we tend to overestimate the extent to which behavior seen in one situation (e.g., at work) will be shown in another (e.g., at leisure). For example, a person who is a very safe worker may engage in what might be regarded as risky behavior outside work, such as hang gliding. Explanations for such apparently discrepant behavior can be found by reference to the voluntariness dimension of risk cognition (see Chapter 2), by which people will accept a larger amount of risk that they choose to expose themselves to, compared with risks that are imposed on them, as is usually the case at work.



3.5.1.5



Correlational bias



In this case people underestimate the importance of nonoccurrences. We tend to register far more the occasions when X and Y (two events) are found together than when they are not and as a result overestimate a causal link, if indeed there is one. This may happen in nonstatistical analyses of injuries or diseases when an event, such as working at a visual display terminal, is thought to be associated with a variety of conditions, such as migraine or ’ﬂu symptoms. Only rigorous research can establish whether a causal connection exists. Another example is the Bermuda Triangle: an area of the Atlantic Ocean in which a squadron of planes was mysteriously lost and which subsequently acquired mythological status as a place in which ships and planes were prone to disappear. However, no evidence was
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produced to demonstrate that vessels were more likely to be lost in this area compared with any other part of the world’s oceans of comparable size.



3.5.1.6



Negative weighting



People generally weigh negative information more heavily than they do positive information. This can happen in situations involving personal judgments such as job appraisal, selection interviews, or personal relationships, where a single piece of adverse information can outweigh any amount of positive material. In the case of safety, a single event can blight an extended run of injury-free months and upset large amounts of careful planning for safety.



3.5.1.7



Availability



Tversky and Kahneman (1974) described cognitive biases and errors that people tend to make when arriving at causal inferences as heuristics; these are basic rules that individuals use to simplify difﬁcult mental tasks. Whilst these heuristics are generally applicable, they can lead to substantial and persistent biases. The availability heuristic aids the estimation of event frequency, using the rule that an event is likely or frequent if instances of it can be readily brought to mind. This tends to lead people to overestimate the probability of events that are easy to imagine or to recall, for example, dramatic events like major incidents or those within personal experience. It has also been shown that the risk of rare adverse events occurring tends to be overestimated, whilst the risk of more common events is likely to be underestimated (Lichtenstein et al., 1978). For example, people in Lichtenstein et al.’s study said that murders were more common than strokes, although strokes kill ten times as many people. Floods were said to cause more loss of life than asthma, although death from asthma is nine times more likely. Cancer was judged to be about twice as frequent as heart disease, although the reverse was true. The reason that people’s judged frequencies of a range of risks differs from their actual frequencies is related to the availability bias, which ensures that we are exposed to unusual or bizarre risks through the media, and hence overestimate these, while defensive attribution serves to protect us from acknowledging that we could be struck down by one of a number of common diseases. While governments and other agencies produce statistical data on the risk of adverse events, individuals make their own subjective appraisals on the basis of published statistical data in the light of their personal experiences and makeup. For example, some people may neglect certain serious risks because they are relatively indifferent to them (Royal Society, 1983). Powell et al. (1971) found that workers were more likely to think of hazards that resulted in injuries that had happened to them or to their workmates. In Chapter 2, the possibility was raised that we are hard-wired to select certain types of information that could be critical to our safety or survival (Davis & McLeod, 2003). One approach to overcoming this bias in considering health and safety is using a systematic approach to hazard evaluation, such as an expert system or safety auditing.



3.5.1.8



Adjustment



In this bias, people estimate the probability of future events by starting from some a priori estimate and adjusting this up or down (Bayesian approach). The probability of conjunctive events, requiring A + B + C is overestimated, while the probability of disjunctive events, requiring A or B or C is underestimated, because in each case p(A) is the adjusting factor. For example, for a ﬁre to occur, an ignition source (A), oxygen (B), and fuel (C) are all required. However, we may overestimate the probability of a ﬁre if an ignition source is present because the probability of this, p(A), is known to be 1 and this affects our judgment of the overall likelihood of ﬁre occurring. At the same time, the probability of a ﬁre where
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there is not an obvious ignition source may be underestimated. Thus, this adjustment bias often means that little realized hazards could be overlooked, particularly when their worst effects operate in conjunction with other events.



3.5.1.9



Representativeness



This leads people to ignore the a priori probability of an event and be inclined to predict the future as being representative of the past. One result is that we tend to underestimate an important statistical phenomenon — regression to the mean. A good example of this is seen in injury data. When the injury rate rises, we tend to look for causes and when it falls we assume that we must be getting things right. Yet neither of these is necessarily correct. The popular saying what goes up must come down can apply as much to injury rates as it does to share values. The issue is, when is a rise or fall in injury rates a real rise/fall and when is it merely random ﬂuctuation about a mean level of injuries? Only proper statistical analysis can reveal this, and to perform it a large enough sample of injuries is required (Petersen, 1978; ReVelle, 1980; Tarrants, 1980; Krause et al., 1990a). The hours spent by safety committees and other groups trying to ﬁnd reasons for changes in injury rates that have no explanation outside statistical variability could be released for positive action on safety and risk management. The need to ﬁnd meaning for observed events is certainly a powerful motivator!



3.5.1.10



Small numbers



People tend to treat results from small numbers as being better than they should. An example of this is the gambler’s fallacy — a belief in the short run (it must come up red on the next spin) as opposed to long-run probability consistency. One way to counteract this bias is to collect large enough samples of cases — for example, injuries or near hits, before arriving at a conclusion. For advice on how large a sample should be, see for example, Bensiali and Glendon (1987), or Petersen (1989).



3.5.1.11



Anchoring



The anchoring effect of predictions and perceptions results in them being very resistant to alteration once made. Once beliefs have been formed and other cognitions (e.g., perceptions) linked to them, even removing the original data — for example, that someone has had an incorrect bad credit rating due to mistaken identity, may still not result in them being disconﬁrmed in the mind of the observer. The expression ‘mud sticks’ is a popular illustration of this phenomenon and we may continue to believe that someone was responsible for an injury, for example, and not trust them again (negative weighting bias) even when they have been proved innocent. This bias may well be compounded by the strong tendency for people to subject evidence in support of a belief to much less scrutiny than evidence against the belief. Professionals such as scientists and police investigators are as much prone to this bias as anyone else.



3.5.1.12



Overconﬁdence



People are poor at estimating the odds of something occurring and are overconﬁdent in their judgments about facts, for example, typically being wrong 20 to 30% of the time on general knowledge questions, which they were 100% conﬁdent in being right about (Kahneman et al., 1982). Thus, when investigating injuries, incidents, or patterns of data, it is vital not to jump to conclusions, about which we may be conﬁdent but perhaps incorrect. This effect could also be confounded by the anchoring bias. We need to remind ourselves continually that we could be wrong about something we believe strongly.



clarke: “3090_c003” — 2006/3/14 — 15:43 — page 93 — #27



94



Human safety and risk management



3.5.1.13



Hindsight



Reported events are seen as being more likely in hindsight than using a priori information. The expression, ‘I knew that would happen’ illustrates this bias: the point is you did not know it would happen before it happened! If we knew which workers were to be killed next year at work, we could take them away and give them 12 months’ holiday; it would certainly be a lot more cost-effective than killing them! But of course we do not have this information in advance of events and are therefore prey to such beliefs as either lightning doesn’t strike twice in the same place and history repeats itself. By exaggerating the past, people underestimate what they have to learn from it: this is one of the unfortunate effects of hindsight bias. Anthony Hidden, QC was aware of this bias in investigating the Clapham Junction Railway Accident, when he wrote, “There is almost no human action or decision that cannot be made to look more ﬂawed and less sensible in the misleading light of hindsight. It is essential that the critic should keep himself constantly aware of that fact” (Department of Transport, 1989, p. 147). The cognitive approach to human motivation offers important insights into human behavior that is often described in the catchall term of human error (see Chapter 4 for further discussion on this topic). Human behavior and motivation is complex and not always easy to take account of in managing risk. However, some understanding of why we behave as we do, for example, because of fundamental biases in our view of the world, helps to unravel some of the more intractable issues of risk-related behavior. While we have the capacity for logical thought, human beings are not naturally logical thinkers and are subject to a number of shortcomings in their attempts to exert cognitive control over their environment. This results in the following features listed here (after Fischhoff, 1976): • • • • •



Our everyday learning is not structured to develop cognitive control We use simple (often oversimpliﬁed) models of the world Our ability to process information is exaggerated We have poor insight into information integration methods We are poor at applying acquired knowledge



Behavioral feedback has been employed to help de-bias people’s views — see Summary Text 3.16. For example, in a study reported by Reber et al. (1989), workers who saw themselves on video were able to point out their own mistakes and unsafe acts, a form of training that was found to reduce subjectivity and defensive biases. This relates to the important principle of feedback discussed in the following section. Organizational factors have also been found to inﬂuence the operation of attributional biases. Hofmann and Stetzer (1998) investigated the role of safety communication on workers’ interpretations of the causes of injuries when presented with different scenarios. They found that in workgroups where safety-related issues were openly discussed, workers were more prepared to make attributions that were consistent with the cues (either internal or external) given in the scenario. In scenarios implicating a fellow worker (internal causes), workers were more willing to make internal attributions. In contrast, however, in workgroups where communication was not open, workers were more likely to make external attributions, even where the scenario information indicated evidence to the contrary. Ways to overcome these adversely operating human factors in managing risk include the following: • Strategically designed safety training (see Chapter 10) • Carefully engineered safety systems • Detailed planning of safety and risk management
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Summary Text 3.16 Attempts to De-Bias People’s Attributions It is a well-known phenomenon that most people (typically 70 to 80%) consider themselves to be better drivers than their peers (Svensson, 1981; Groeger & Brown, 1989). However, logically this cannot be so because it is only possible for 50% of us to be better than the average for our group. This is an example of an attributional bias in operation — in this case a self-serving bias which leads many of us to believe that we are better than we are (in this case at driving). To determine whether there might be some way to de-bias individuals’ perceptions of their own driving abilities, McKenna (1991) undertook a series of experiments. In the ﬁrst experiment, he asked participants to write a story about a vehicle crash in which they were involved. When the stories were analyzed it was found that, as might be predicted, participants mostly wrote about (real or imagined) crashes in which they had been an innocent bystander or in which they had escaped major injury. On testing participants, no evidence was found that their perceptions of their driving abilities had decreased in any way as a result of writing their stories. In the second experiment, different participants were asked to write a story about a vehicle crash in which they were seriously injured. It was predicted that having to confront a bad outcome like this might make participants aware of their own vulnerability and hence reduce their overconﬁdence in their driving ability. However, the effect found was only slight, and most participants wrote stories in which, although badly injured, they were the victims of misfortune (e.g., as passengers or pedestrians) rather than the perpetrators. In a third experiment, a new group of participants was asked to write a story about a vehicle crash that resulted in serious injury and for which they were to blame. Being obliged to write such a story did have a dramatic effect upon the biases of these participants — who, when tested, no longer considered themselves to be such great drivers! In other words, involvement in an imagined crash with serious consequences for which they were to blame was sufﬁcient to de-bias this group of participants — at least in the short term. These experiments demonstrated both the relatively robust nature of the self-serving bias and also the possibility that it can be overcome. Getting people to accept the possibility that they could make an error that had serious consequences was demonstrated by these experiments to be a potentially powerful component of attributing responsibility for safety. However, these studies leave open both the empirical question as to the longevity of such de-biasing, and also the ethical issue as to whether it is desirable to deprive people of a bias that has probably evolved, in part at least, to protect them.



• Expert systems in speciﬁc areas of safety and risk control • Rigorous ways of measuring health and safety performance, such as safety auditing • Developing a more positive safety culture (see Chapter 11) In organizational crises of various types, including major disasters involving multiple injuries, attribution theory (Weiner, 1986, 1995) contended that attributions about causal conditions resulted in customers assigning responsibility, as well as determining their emotional responses, which in turn inﬂuence their behavior. Weiner (1995)
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considered that an organization’s response to a crisis intervenes after causality has been assigned, but prior to responsibility being attributed for the crisis. An alternative approach by Jorgensen (1996) maintained that an organization’s response intervened after responsibility had been assigned and that this directly impacted customer emotions, which in turn inﬂuenced customer behavior. Organizational responses include silence (no comment), denial, excuses, justiﬁcation, and confession. Using descriptions of an airline crash, Kamen Lee (2004) found that an internal and controllable crisis (crash due to outdated equipment) led to higher responsibility and negative impressions of the organization than did an external and uncontrollable crisis, in which the crash was caused by bad weather. This led to greater customer sympathy and higher trust in the organization. Weiss and Cropanzano (1996) developed affective events theory (AET) to describe the attributional sequence associated with organizational crises. AET focuses on negative events determining customer attributions, emotions, attitudes, and behavior. McDonald (2005) developed a model based on AET to explain how an organization’s response to a crisis impacted upon its responsibility, intentionality, foreseeability, and accountability, to determine customers’ emotions and behavior toward the organization.



3.6 Behavioral approach to motivation An alternative perspective on the relationship between stimuli and behavior, the behaviorist approach, focuses on the stimulus–response fundamental relationship, without considering the inﬂuence of intervening (cognitive and affective) variables. The importance of understanding the mechanisms by which stimuli are processed and interpreted is discounted in favor of understanding how stimuli may be manipulated in order to achieve desired responses. This behaviorist approach to motivation is practiced in techniques known collectively as behavior modiﬁcation. These techniques have been used extensively (and in some cases quite successfully) to improve workplace safety behavior.



3.6.1 Behavior modiﬁcation In general, behavior that is continuing is being reinforced. Reinforcement may be positive (behavior followed by reward) or negative (behavior followed by removing an aversive experience). It can be difﬁcult to identify the reinforcer of continuing behavior for a number of reasons, including the following: • Individual preference — because people interpret rewards and punishments differently; what one might view as an unpleasant experience another might view as rewarding. • Reinforcement does not have to occur on every occasion to be effective — a behavior may need to be monitored over a long period to identify its reinforcers. • Behaviors can be negatively, as well as positively, reinforced — negative reinforcers can be difﬁcult to identify and change. Phobias are maintained through negative reinforcement as the person relieves their anxiety about a situation (aversive experience) by escape behavior or avoiding the situation (avoidance learning). Sulzer-Azaroff (1978) noted that in the workplace, unsafe practices persisted because they are naturally reinforced. Consequences of unsafe acts, such as taking shortcuts, are immediate and positive (e.g., time saved, more convenient), whereas punishers may be weak, delayed, or infrequent — near-hits are rare, and may reinforce
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the behavior through maintaining a worker’s perception of their skill and ability to avoid injury. Efforts to improve safety need to overcome these obstacles. In applications of behavior modiﬁcation to practical situations, the ﬁrst step is to specify the behavior to be changed — that is, removing an undesired behavior and introducing a desired behavior. Behaviors should be speciﬁc, observable, and measurable. Just measuring behavior can have a positive effect and by clarifying what are desired behaviors, so that workers understand what they have to do in order to receive approval. Anderson et al. (1988) found that identifying the necessary tasks to clean a bar properly in a student-run university bar, led to a 13% improvement in performance. It is important that the focus of the behavior modiﬁcation program is the behavior, not the outcome (even though the target of the program is to change the outcome). For example, an organization seeking to reduce its injury rate (outcome) should focus on reinforcing safe behaviors, rather than rewarding staff for low levels of injuries. An unintended consequence of rewarding low-injury ﬁgures is that an undesirable behavior, underreporting of injuries, is reinforced, so that injuries continue to occur but are covered up by staff. Petersen (1989) pointed out that incentive programs often fail because incentives are given for remaining injury-free, rather than for engaging in any speciﬁc behavior, thus rewards are linked to outcomes, which may in turn result from many factors (including chance) and not to speciﬁc behaviors. To be successful, incentives need to be given at the point when the desired behavior occurs (to reinforce that behavior). However, this can be quite problematic in many work situations and this approach is quite different from that proposed from the standpoint of behavioral adaptation, described in (Section 2.4.3.2), which identiﬁes intrinsic desire to be safe as the prime motivator. In organizational applications, the program is often referred to as Organizational Behavior Modiﬁcation (OBMod) or applied behavior analysis. Target behaviors are subject to functional analysis, where circumstances inﬂuencing the behavior (e.g., see Chapter 4, Section 4.7) are examined to identify antecedents (or cues) and consequences. Luthans and Kreitner (1985) described the ﬁve-step model for OBMod programs outlined below: 1. 2. 3. 4.



Identify the key behavior Measure the baseline frequency Functionally analyze the behavior (identify cues and consequences) Intervene (by changing the cues/consequences to increase the frequency of desired behavior and decrease the frequency of undesired behavior — see Summary Text 3.17) 5. Evaluate — to determine whether the behavior/performance has changed in the desired direction A meta-analysis, reviewing all reported studies in the period 1975 to 1995 (Stajkovic & Luthans, 1997), indicated that OBMod interventions lead, on average, to a 17% improvement in task performance. They also found that these programs were signiﬁcantly more effective in manufacturing than in service organizations. A strong effect for nonﬁnancial reinforcers emerged from this study and the authors suggested that in many cases it is not worth the extra resources to develop more complex interventions or to use ﬁnancially based rewards. One of the areas in which behavioral techniques have been most successfully applied is safety. These interventions are most effective when the desired behavior can be deﬁned with some degree of precision — for example, wearing personal protective equipment (PPE). For example, Zohar and Fussfeld (1981) applied a behavioral intervention in an Israeli factory where workers were provided with earplugs, to protect them from very high noise levels (106 dB) in weaving sheds, but usage rate was only 35%. A scheme was introduced over a 2-month period in which wearing earplugs was rewarded
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Summary Text 3.17 Examples of Consequences and Cues Typical of Behavior Modiﬁcation Programs 1. Consequences — removing undesired behavior a. Removing rewards (extinguishing behavior) — for example, deleting grafﬁti immediately removes the reward of public attention. b. Punishment — unconditioned aversive consequences (physical pain) — for example, Leslie and O’Reilly (1999) described a study where minor electric shocks were applied to a 9-month old baby on each occasion it began to vomit; this reduced a life-threateningly high level of vomiting in the baby, over a 3-day period, to zero. c. Punishment — conditioned aversive consequences (e.g., verbal warning for absenteeism) can be effective, although punishment must occur on every occasion to extinguish a behavior, while reinforcers only have to occur occasionally. d. Timing of consequences — the more immediate the consequence, the greater the effect (e.g., rewards for smoking are immediate, but negative consequences, such as serious illness, are mostly in the future). 2. Consequences — increasing desired behavior a. Positive reinforcement — rewards can be tangible (have economic value) or nontangible (e.g., praise, recognition); praise and recognition may be underused by managers as reinforcers. b. Negative reinforcement (can have negative emotional reactions — so not recommended in a workplace context). 3. Cues — stopping undesirable behavior a. Removing cues or overriding their inﬂuence (substitute behavior) — for example, instead of lighting up a cigarette after a meal, do the washing up (this is also an incompatible behavior — cannot wash up and smoke simultaneously). b. Introduce cues (e.g., speed camera signs prompt drivers to reduce their speed). 4. Cues — starting desirable behavior a. Removing cues (e.g., some airlines have withdrawn drinks trolleys to avoid prompting passengers to have a free drink). b. Introduce cues (e.g., sweets, chocolate, stamps, cigarettes placed near checkouts to prompt impulse buys from shoppers).



with tokens that could be exchanged for goods. Observations were random, with increasing time bands. At the end of the intervention, usage rate was up to 90%. The incentive program was withdrawn and a follow-up study conducted after a further three months revealed that the high earplug usage rate had been maintained. Hearing protection use had become self-reinforcing: as the initial discomfort wore off, workers found that removing the earplugs heightened their awareness of the extremely high noise level in the factory, resulting in negative reinforcement as the aversive experience of the noise was removed when workers replaced the earplugs.
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DeJoy (2005), Fleming and Lardner (2002), Guastello (1993), Krause et al. (1990b), Lund and Aaro (2004), McAfee and Winn (1989), Sulzer-Azaroff (1982, 1987), and Sulzer-Azaroff and Austin (2000) have reviewed occupational safety behavior modiﬁcation programs. The conclusion reached by these reviews is that behavioral safety interventions that target speciﬁc behaviors, such as rule compliance, are effective if rewards are suitable and given in an appropriate manner. Robertson (1997) noted that those behavior change programs that target a single behavior, rather than a range of hazards, tend to be more successful. It is also important that an adequate reward/incentive is chosen for the program. For example, two interventions conducted by Cope et al. (1986a, 1986b) targeted seat-belt wearing amongst workers at a pharmaceutical plant. In the ﬁrst intervention, which rewarded workers with the chance of winning a weekly draw with a prize of U.S. $30–100, a 9% increase in usage was demonstrated. However, in the second intervention, which rewarded workers with the chance of winning one of two jackets, seat belt usage dropped by 10%. The authors concluded that the failure of the second intervention was related to the inadequacy of the incentive for seat-belt usage. OBMod safety programs often focus on unsafe acts, which can lead to injuries, which are reduced by replacing speciﬁc unsafe acts with safe behavior. However, the reduction in injuries can be quite dramatic and disproportionate to the change in behavior. For example, Reber et al. (1984) increased speciﬁc safe acts by 35%, and recorded that subsequently injuries decreased by 54%; Larson et al. (1980) reduced speeding of police vehicles by 10%, whilst physical injuries fell by 70 to 90%. Saari (1994) suggested that this was due to behavior modiﬁcation initiating wider cultural change; due to the enthusiasm and new atmosphere of trust generated by the intervention, workers are encouraged to reduce other hazards as well. This may lead to a change in attitudes toward safety and a shift in the safety climate (see Chapter 6 for further discussion). Although short-term effects can be dramatic, these positive effects can relapse, and once reinforcement is removed, the target behavior may return to baseline levels (Komaki et al., 1978). The possibility remains that while the rewarded behavior improved, other safe behaviors deteriorated and that improvements were not sustained in the longer term (particularly where no shift in safety climate occurred). One confounding factor is that most reinforcers are not unitary, for example, praise is both an incentive and provides information (knowledge of results). To secure long-term positive changes in safety practices it is necessary to change not only behaviors, but also attitudes underlying those behaviors (Fishbein & Ajzen, 1975). It has been observed that behavior modiﬁcation programs can lead to behavior change, with little, if any, change in attitudes (McKnight & McPherson, 1986). However, inconsistency between attitudes and behavior may lead to subsequent changes in attitudes to reduce cognitive dissonance, following a shift in behavior (Bem, 1967). The alternative of behavior drifting back toward the baseline, consistent with unchanged attitudes, could be reduced by ensuring that, before withdrawing incentives, new behaviors become embedded as habitual practices; habits being particularly resistant to change. This topic is explored in more depth in Chapter 6 (in particular Section 6.7). Goal setting and feedback are often used as reinforcers in safety programs (Cooper et al., 1994). Goal setting is effective in improving performance, by directing attention, facilitating a search for appropriate methods, and mobilizing and maintaining effort (Locke & Latham, 1990). It is important that the individual accepts the goal, which can be achieved either through participation in the goal setting process, or through explaining the reasoning behind an imposed goal. Feedback on progress toward a goal also acts as a powerful reinforcer. This is often in the form of the safety index (Komaki et al., 1978): the proportion of safe behaviors as a percentage of all observed behaviors. The role of feedback and goal setting is discussed further in Section 3.6.3.
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3.6.2 Principles of learning: implications for safety Learning involves both mental (cognitive) activity and behavior (verbal and nonverbal). One of the best-known models for describing the learning process is that of Kolb (1984), whose basic argument is that people learn by testing their personal theories against their experiences and modifying their understandings as a result. Kolb developed the notion of a learning cycle in which our experiences are the basis for learning. These are followed by reﬂecting on the experiences and by making generalizations from these reﬂections, which are then tried out in new situations. Kolb’s model of learning is an example of a system that provides feedback to the individual, which can result in modiﬁed behavior and thought patterns. To learn effectively, individuals need to be able to measure their own progress over time and compare their progress with that of their peers. The model also illustrates interplay between attitudes (cognitions) and behavior (actions), considered in Chapter 6. Using Kolb’s ideas as a basis, Honey and Mumford (1996) developed the notion that individuals have their own preferred styles of learning and that preferences could be related to different stages of the learning cycle, resulting in four learning styles — activist, reﬂector, theorist, and pragmatist. Some people prefer learning through active experience, whilst others prefer to spend a lot of time reﬂecting upon their experiences, and so forth. The best learners have preferences for all components of the learning cycle. The Learning Skills Research Centre (2002) has reported on learning styles and their measurement, including a brief bibliography. An important feature of learning, particularly in respect of tasks or jobs that are undertaken infrequently, or which may never be used at all (e.g., emergency drills) is that of overlearning. In training terms, this means that someone practices a skill or sequence of actions until it becomes automatic. The skill is then more resistant to forgetting and can be reinforced by occasional refresher training, which uses the residual knowledge as a basis for bringing the skill up to the original level in a relatively short period of time. Overlearning is a principle applied by professional performers such as musicians or actors and may be encapsulated in the phrase: an amateur practices until he or she gets it right; a professional practices until he or she can’t get it wrong (see Chapter 10 for more information on training).



3.6.3 Goal setting and performance feedback To learn effectively a person must be motivated. This motivation may be extrinsic (as in rewards or incentives) or intrinsic (from performing the task itself, such as enjoyment, interest, or a sense of achievement). Behavioral safety interventions provide motivation toward safe behavior by (1) increasing individual conﬁdence in performing work-related tasks and (2) focusing on individual safety improvement goals (Cox et al., 2004). To be successful, goals should be challenging, but achievable, and feedback on progress should be accurate and timely (Locke & Latham, 1990). Many studies have reported successful behavior change programs using goal setting and feedback as reinforcers. For example, Smith et al. (1978) and Zohar et al. (1980) used information feedback to overcome barriers associated with PPE use. Sulzer-Azaroff and De Santamaria (1980) used supervisor feedback and found that hazard frequencies dropped by 60%. Whilst many studies have illustrated the success of behavioral safety programs within manufacturing, several recent studies have demonstrated its utility in high hazard industries, such as offshore oil production (Zhu et al., 2000) and nuclear power plants (Cox et al., 2004). Summary Text 3.18 describes a successful intervention. Although the intervention conducted by Cooper et al. (1994) resulted in a signiﬁcant reduction in injuries at the company, the authors noted that, although there was a small negative correlation (r = −0.20) between safety performance and checklist-related injuries,
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Summary Text 3.18 An Example of a Successful Behavior Modiﬁcation Program in the Manufacturing Industry Cooper et al. (1994) conducted a successful intervention at one site of an international cellophane manufacturing company, using goal setting and posted feedback. • A list of critical behaviors was established for each department based on injury records. • Observers were recruited from the factory and trained. • A 4-week observation period was used to establish a baseline ﬁgure for each department. • Goal-setting meetings between all personnel, including senior managers, were used to establish goals for each department; thereby involving all participants in the process of selecting goals, increasing commitment and ownership of the improvement process. • A 16-week intervention period followed during which weekly feedback charts were posted in each department; in addition, information on the three worst scoring behaviors was also posted. Results from the study revealed that 9 of the 14 departments demonstrated a signiﬁcant increase in safe behaviors (with an additional two achieving a 100% baseline and maintaining this rate across the intervention), with the overall site average increasing from a baseline of 52.5 to 75.6% (by week 12, although performance then fell off to 70% by the end of week 16). The study also demonstrated that the success of the intervention was reﬂected in the plant’s injury rate, with overall injuries reduced by 21%, and injuries speciﬁcally related to the critical behaviors targeted in the intervention, reduced by 74%. The success of this intervention may be related to a wider cultural change, as Cooper and Phillips (1994) described how the plant’s overall safety culture had improved.



this was not signiﬁcant; in fact, overall only 4.9% of the factors accounting for variability were common to both variables (i.e., safety performance and related injuries). This result indicated that mediating variables operated in the relationship between safety performance and injuries (i.e., this was an indirect, rather than a direct, relationship — including organizational and nonsafety factors). One interpretation is that safety climate acts as a mediating variable, with a positive change in safety attitudes resulting in a range of behavioral changes, not just those targeted within the intervention (for more detailed discussion of the wide-ranging effects of safety interventions, see Clarke and Cooper (2004). DePasquale and Geller (1999) highlighted the role of managers and supervisors as key to the success of behavioral safety interventions. The authors investigated perceptions of 701 participants in 15 companies that had implemented behavior change programs to identify organizational factors that are critical to success. They identiﬁed the factors described below as being particularly important. • Mandatory participation in the program, if properly instituted, rather than voluntary: workers gain personal control through choosing when and how they conduct observation and feedback sessions; through participating in the process, the program
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Human safety and risk management facilitates perceptions of control (rather than creating negative feelings and resistant behaviors); but depends on managers allowing worker discretion in how the process is implemented. • Visible support from managers and supervisors: the commitment of supervisors and managers to the process must be evident to workers participating in the program; providing ﬁnancial resources is a necessary but not sufﬁcient condition; managerial support must be evident in providing the necessary time for observations and analysis of the results; managers must implement changes that are recommended by the program, such as to environmental conditions or safety procedures. • Role of the steering committee: whilst important for the initial stages of setting up the program, continuing involvement of a committee, particularly when workers have negative perceptions of committee members’ motives, was found to be nonbeneﬁcial; careful selection of members and running down of the role after start-up are important. • Nature of the training: this must be relevant to the work setting and the workers’ circumstances; it is important that trainers emphasize that the program is not a vehicle for blaming individuals or for delivering criticism; training should focus on a simple behavior checklist and build up complexity to facilitate learning.



A key ﬁnding from DePasquale and Geller’s (1999) study related to interpersonal trust. Worker involvement in a behavior change program was signiﬁcantly predicted by perceived trust in management abilities (but not by management intentions). Thus, programs were more successful when workers trusted managers in supporting the process (with beliefs in managers being well intentioned having no effect). It was also found that participation in mandatory programs facilitated greater trust in both managers and coworkers (relating to both intentions and abilities). Thus, whilst adding to the success of the program, greater interpersonal trust is also an outcome, which may help to explain changes in safety culture, as trust is a key variable in this concept. In addition to factors identiﬁed by DePasquale and Geller (1999), the “Step Change” Group (2000) suggested that programs often fail due to a mismatch between program requirements and the organization’s cultural maturity (i.e., the level of management commitment to safety, trust between managers and workers, and effectiveness of communication). In their telephone interviews with nine U.K. providers of behavioral safety programs Fleming and Lardner (2002) demonstrated that providers carried out preassessments of the organization’s readiness and its safety climate, in order to anticipate potential problems in implementing programs. Key indicators of a company’s readiness to undertake a behavioral safety program include: managers and workers perceive a need to reduce the current injury rate; managers express willingness to empower workers to make observations and recommendations; workers express willingness to trust managers; adequate systems are in place to deal with more frequent communications between managers and the workforce (The Keil Centre, 2000). It is not uncommon that the initial success of feedback as a reinforcer is reduced following its withdrawal. For example in Chhokar’s (1987) study, learning from training, using slides depicting safe and unsafe behavior, was reinforced using periodic feedback on performance and praise from supervisors. However, the initial increase in safety performance returned to previous levels when feedback was discontinued. In a further example, Haynes et al. (1982) used a combination of daily feedback on injury-free driving, team competition, and frequent low-cost incentives (cash, free passes for relatives, and free fuel) to reduce injuries among urban transit operators in a U.S. city. In this study, the authors indicated that, although the variables were confounded, it might be possible to phase out the incentives, leaving feedback and competition as an effective long-term strategy. It is important
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for the long-term effectiveness of an intervention that feedback is sustained over a reasonable period, so that new habits are thoroughly learnt, and that feedback is withdrawn gradually (Saari, 1994). Several studies have observed overreliance on outside agents for effective implementation (Komaki et al., 1980; Chhokar & Wallin, 1984; Reber et al., 1989) and consequently, involving supervisors to continue with feedback (rather than external consultants) has been recommended to help extend results (Zhu et al., 2000). Makin and Sutherland (1994) emphasized that active involvement and commitment of senior managers is also important for long-term effectiveness. Krause et al. (1999) conducted a longitudinal evaluation of the effectiveness of one U.S.-based consultancy ﬁrm’s application of behavioral safety interventions (using a worker-driven process of all levels of workers being trained to observe and give immediate positive feedback) across 73 companies. The meta-analysis demonstrated that, on average, the programs achieved a signiﬁcant reduction in injuries, with average reductions (calculated sequentially over the baseline) of 26% in the ﬁrst year, increasing to 69% in the ﬁfth year, from baseline observations. This reduction in injuries demonstrated a steeper downward trend than expected compared with the U.S. national average for manufacturing companies; therefore, the reduction is over and above that expected due to a general safety improvement over the same period. In some cases, companies demonstrated that results were not only sustained but that they improved over time. The main features of this as an effective methodology were: active involvement of all levels of workers in the program; a high degree of buy-in or ownership from workers; and, the self-sustaining nature of the reinforcement. Cox et al.’s (2004) investigation of workers’ perceptions of behavioral safety programs implemented in U.K. nuclear reactor plants identiﬁed some underlying worker beliefs that facilitated their positive attitudes and commitment, toward the program. They included the following: • Supported culture of safety ﬁrst: through their support of the program, managers were seen to be committed to safety. • Effective motivational tool: safety motivation increased as a result of praise received for performing work tasks safely. • Increased opportunities for individual learning: by reinforcing the beneﬁts of learning from mistaken actions and by enabling workers to perceive direct links between performing speciﬁc behaviors and their safety consequences. • Increased opportunities for organizational learning: via communication and knowledge-sharing between workers, and by increasing awareness of safety and site values. Factors that were perceived as potential barriers to the continued success of the program included (1) managing unrealistic expectations that behavioral safety programs could solve all safety-related problems; (2) providing ongoing visible leadership and support from senior managers; (3) building a foundation of mutual trust between key stakeholders; (4) preventing loss of individual enthusiasm; and (5) effectively managing the safety consequences of the observations. Failures in these ﬁve areas could threaten the long-term sustainability of behavioral safety programs, despite the considerable beneﬁts highlighted by the study, in terms of supporting cultural values, motivating workers, and increasing opportunities for both individual and organizational learning. Fleming and Lardner (2002) found that introducing something different or new to a program on an annual basis helped to keep the program fresh and maintain momentum. From the material reviewed in this section, is clear that safety motivation is likely to be highly situation-speciﬁc. This means that situation or behavior-speciﬁc campaigns (e.g., don’t drink and drive) are much more likely than general exhortations (e.g., be safe)
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to be successful. However, behavior change is likely to be short lived, unless it is supported (e.g., by continuing extrinsic motivators, such as legislation or company standards), or becomes self-sustaining through changes to intrinsic beliefs and attitudes. People are motivated to take, as well as to avoid, risk as long as they perceive that they have some control over it. In assessing people’s likely behavior, respective costs and beneﬁts of both relatively safe and unsafe behaviors need to be taken into account. One problem in motivating for safety is the typical low probability of adverse outcomes (such as being caught or being injured) set against the usually very high probability of beneﬁt (such as completing a job quickly or getting to your destination sooner). In general, it is better to use less powerful motivators, such as praise or feedback of results, to achieve positive outcomes (learning as well as motivation) rather than fear or compulsion, for example, using a rules-based approach. The real issue for behavior modiﬁcation is the extent to which it can be sustained in the long-term. Whilst there is clear evidence that, when designed and implemented properly, behavior modiﬁcation techniques can be effective in changing behavior, there is little published evidence linking behavior change to longterm reductions in injury rates. Nevertheless, the literature shows that the most effective programs continue to perform where there is ongoing management support, mutual trust between managers and workers, and action taken to tackle problems identiﬁed by the process (e.g., task or work redesign and environmental changes), resulting in a supportive safety culture. It also appears that organizations implementing such programs must exhibit a certain degree of cultural maturity, as behavioral safety programs cannot transform the culture in a company that is strongly negative (e.g., characterized by distrust and suspicion between managers and workers, industrial relations problems, and lack of resources and management commitment). Programs implemented within such an atmosphere have little chance of success (Fleming & Lardner, 2002). Behavior changes will be sustained if they are supported by consistent attitudes and intrinsic motivation. If the behavior is supported only by extrinsic rewards, particularly when instituted within a hostile environment, then once these are removed the behavior will tend to decline (see also discussion in Chapter 6, Section 6.7). Although there is a relationship between worker behavior and safety culture, little research to date can clarify the nature of this relationship. It also has been suggested that behavioral safety initiatives could be integrated within an organization’s safety management system (Fleming & Lardner, 2002; see also Chapter 10 and Chapter 11). There has been little attempt to use behavioral techniques to modify behavior of personnel at supervisory and managerial levels; this remains an area for further investigation. The approach to changing behavior through behavioral safety may be peculiar to Western-style managerial practices within individualistic cultures that allow for worker involvement in decision making. Its effectiveness in other cultures has yet to be established. Where power distance between management and workers is high and where the external culture is more collectivist, then it may be very difﬁcult to implement behavioral safety programs in the way that they have been introduced in workplaces in the United States, United Kingdom, and similar cultures. Within Western cultures, such programs are only likely to be relevant in workplaces where the injury rate is already high enough to be measured against a rate reduction that can be considered statistically signiﬁcant over a relatively short period (perhaps 6 months). To this extent, their use is likely to be restricted to workplaces or sites that are seeking an immediate solution to an injury problem. For these reasons, while such programs will have their place as part of an overall risk management program in certain workplaces, the target for management that is genuinely seeking safety improvements should be to move beyond a position that requires such programs, to one in which they are no longer necessary as a foundation for workplace safety.
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3.7 Motivating for safety Encouraging and reinforcing safe behavior is an important consideration for safety and risk scientist practitioners. Whilst some knowledge of the general theories of motivation discussed above is useful, the following sections review material speciﬁcally targeting safety motivation. Neal et al. (2000) found that perceptions of safety motivation, that is, motivation to perform safely, and safety knowledge inﬂuenced individual reports of safety performance (compliance and participation). The strongest effects related safety motivation, and to a lesser extent safety knowledge, to safety compliance, with weaker links between safety motivation and knowledge to safety participation. This study highlighted the particular importance of safety motivation in ensuring that workers adhere to safety rules and work safely. A number of psychological factors, both social and motivational, inﬂuence the extent to which individuals will comply with, or violate, safety rules and regulations. To appreciate an individual’s level of safety motivation, it is important to understand relative costs and rewards of different types of behavior, both safe and unsafe — as in the approach from behavior adaptation (see Section 2.4.3). Reason et al. (1990) suggested that violations, “can only be described with regard to a social context in which behavior is governed by operating procedures, codes of practice, rules, norms and the like” (p. 1316). Violations are not usually acts of deliberate risk taking, but shortcuts designed to make work more efﬁcient, quicker, or easier (Reason et al., 1994). As operators are not able to assess the impact of violations on the system as a whole, because there are no obvious or immediate negative consequences, their actions are often reinforced. Reason et al. (1994) identiﬁed three types of violation: routine (shortcuts that become a habitual part of the behavioral repertoire), optimizing (serving nonfunctional goals, such as joy of speed or aggression, that become part of an individual’s performance style), and situational (noncompliance needed to get the job done). Thus, systems should ideally be designed so that it is at least no more trouble (e.g., awkward, time-consuming) to take precautions than not to do so. It may also be necessary to modify relevant attitudes and behavior, for example, driving at speed in fog or overtaking decisions, because such changes involve changing perceived relative values of the respective rewards (e.g., arriving sooner at your destination, demonstrating skill to self or peers) and risks involved (Chapter 6 considers this issue in more depth). The way to address such risky behaviors is not to attach labels such as motorway madness or allege that drivers are careless or stupid because drivers do not think that these labels apply to them personally, although some may see them as applying to others. Instead, it is necessary to understand motives underlying fast or dangerous driving and the beneﬁts of so doing and to work on these factors (Rolls et al., 1991). The driving environment also provides sound reasons for studying violations. Observational data from over 20 years ago established that close following and other violations are statistically related to drivers’ crash involvement (Evans & Wasielewski, 1982, 1983). From questionnaire studies, Parker et al. (1995) reported that driving violations are statistically associated with crash involvement. Golias and Karlaftis (2002) found that speeding was associated with dangerous driving violations, and Kontogiannis et al. (2002) found that highway-code violations were related to speeding convictions. From telephone survey data, Jonah (1990) found that younger drivers reported higher crash and violation rates — including speeding and tailgating. Studies in several countries have found that males and younger drivers report signiﬁcantly more violations than do females and older drivers (Parker et al., 1992a; Lawton et al., 1997; Yagil, 1998; Kontogiannis et al., 2002; Mesken et al., 2002). In an Australian study, Glendon and Sutton (2005) found that nearly 56% of all drivers were violating at the time that their driving behavior was observed — in some cases these were multiple violations. Males and younger drivers were overrepresented in
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some, but not all, categories of violations. These authors considered that their ﬁndings were consistent with the notion that violations such as speeding and tailgating are imitative in respect of other drivers’ behavior (Connolly & Åberg, 1993; Groeger & Chapman, 1997). Greater understanding of driving violations could serve to improve counter measures in trafﬁc environments. Risk taking, for which various motivational bases may be discerned, can in some circumstances be interpreted as a demonstration of skill. In some cases, young people’s injuries may be due to attempts to emulate behavior of more experienced (i.e., skilled) drivers or work colleagues, but without the necessary skill to undertake the behavior successfully on every occasion. It has been pointed out that allowing relatively inexperienced drivers onto roads, where the great majority of drivers have had many years to practice their driving skills, places unreasonable expectations upon the performance of younger drivers in mixed trafﬁc conditions. To counter the beliefs that underlie a self-image in which an individual equates skilled performance with risk taking, it is necessary to associate competence with taking precautions, whether this is in the use of motorcycle helmets, safety helmets, car seat belts, or driving style. These help to overcome the negative image that may attend a safety conscious worker in full safety gear (Pirani & Reynolds, 1976). An interesting example of instilling safety into new workers is given by Kendall (1985), who described a scheme whereby new site workers wore different colored helmets for their ﬁrst 30 days so that experienced workers could ensure that new workers did their jobs safely. One of the most basic motivators is to induce fear (see Chapter 2, for a discussion of evolutionary origins of fear). This addresses one of our real basic instincts: to avoid things that can harm us. Fear may be induced in a variety of ways, for example, via ﬁlms, posters, or the written or spoken word. Arousal of fear motivates us to ﬁnd ways of reducing the arousal (which may take the form of dissonance, discomfort, or stress). One way in which we may act to reduce negative arousal is to change our behavior, that is, to act more safely. However, there are other possibilities, for example, that we will change our beliefs rather than change our behavior (as would be predicted by cognitive dissonance theory). For example, if the information is very threatening we may reject it altogether because it is uncomfortable to think about (e.g., the chance that we might be killed or seriously injured or our health severely impaired). We might alternatively consider the information to be inapplicable to our own situation, that is, that the message is not for us, but rather for other people to take note of. Another possibility is that we might seek to justify or rationalize our behavior in some way — for example, that the rewards we are getting are worth the risks we are taking. Finally, we may opt to live with the dissonance of knowing that what we are doing is harmful to our health or threatens our safety, which can be stressful. Evidence from studies of the use of fear suggests that it is only effective as a motivator when individuals feel that they can control the behavior for which change is sought. Thus, using fear is a good way of strengthening already held attitudes or beliefs, for example, on health, as it conﬁrms in people’s minds that they are already behaving sensibly. For example, Becker and Janz (1987) noted that if motivation to improve health is already high then information provision on how to achieve this has positive effects. Otherwise, information provision can have negative effects, inducing fear and rejection of the information. A middle stage is where information provision can induce some motivation and attitude change. In health education, no single intervention strategy can produce long-term changes in important behaviors (Green, 1978). Thus, by itself fear is not at all effective in changing behavior. Indeed, it may have the reverse effect, for example, further strengthening an addict’s habit — for example, smoking or other drug use. After all, if anxiety is partly what initially drove a person to the habit, then anything that serves to increase anxiety is likely to drive them back to it. A better approach is to give simple, straightforward information on what the person should do — for example, go for a health check. There are individual
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Adapt (e.g., live with dissonance — could be stressful)



or



107 Stimulus (e.g., disturbing event)



Arousal



Uncomfortable physiological state (symptoms include increased heart rate and sweating)



Coping



Appraisal of the threat (e.g., can it be controlled?)



Change beliefs (e.g., reject information — see it as applying to others but not to self, or justify behavior)



or



Change behavior (e.g., act more safely)



Possible outcomes



Figure 3.4 Fear, motivation, and safety.



differences (see Chapter 5) in respect of people’s susceptibility to anxiety; those who are neurotic (emotionally unstable) are more likely to experience anxiety and also to be less able to cope successfully with stress (see Chapter 7, especially Section 7.5.3.2). For the promoter of a message, the essence of successful communication is to associate the fear appeal with demonstrating that the individual has control over the threat. The basic model describing the role of fear in safety motivation and its various possible outcomes is outlined in Figure 3.4.



3.8 Conclusions There are number of complex processes by which humans sense, interpret, and organize their impressions of the environment. In turn, these perceptual processes inﬂuence our behavioral responses to the environment. Humans develop strategies to simplify perceptual processes. For example, we attend selectively to physical or social phenomena in order to reduce the amount of information to be processed. In perceiving things, the visual sense in particular may be subject to various illusions. An understanding of perceptual errors and cognitive biases can help to design work environments that minimize their effects (see Chapter 4). In attributing such a large proportion of injury causes to human error or similar personal factors (such as carelessness) we fall prey to the fundamental attributional error, that of ascribing others’ injuries to personal factors, while our own mistakes are attributed to situational factors such as design or lack of training or to anything but ourselves. One
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unfortunate consequence of this attributional bias is that we underestimate what we have to learn from situational factors (e.g., pertaining to the work environment). A classic case is that of the Kegworth air crash in which the principal causal attribution made was that of pilot error (Department of Transport, 1990), which is described in Summary Text 4.4. Important lessons include that we should be aware of this bias, and seek ways to overcome it so as to gain a more enlightened view of the role of the individual in injury causation. Safety and risk scientist practitioners need to be aware of the possibilities for reducing these biases and use that knowledge whenever possible, for example, in injury/incident investigations or in training/brieﬁng sessions. Motivation is a complex but critical concept in psychology and is also central to risk management through understanding safe and unsafe behavior. It has close links with most other behavioral aspects of risk and safety, especially learning, perception, and attitudes. However, individuals can differ widely in their motivation to do things, although common threads link us all. Motivation forms a crucial link between underlying variables such as personal values, attitudes, personality, and behavior. Our basic instincts, including avoidance of danger or situations that could cause us harm, are our fundamental survival pack. However, we can learn to override these instincts in order to reward higher goals, for example, to experience excitement or to rescue others. As we have developed ways of overcoming our fears, it is important to ensure that adequate checks exist when people are operating in dangerous environments, such as at heights or in ﬁres. Of the various approaches to motivation, the behavioral approach has attracted much attention due its success in modifying safety-related behavior in certain environments. However, it is increasingly likely that effective management will depend upon identifying each individual’s unique motivations. This means that management should seek to determine each individual’s motivations, in respect of safety, risk taking, and work. Rewards or reinforcement may be intrinsic (e.g., a job or task is seen as worth doing for its own sake) or extrinsic (e.g., doing a job or task leads to some external reward, such as money or status). In selecting extrinsic safety motivators (e.g., as in incentive schemes), consideration needs to be given as to whether such a behavior modiﬁcation approach can be applied consistently in the long term. In promoting safe behavior, use of intrinsic rewards is more durable and effective than using extrinsic rewards. People need to understand the reasons for engaging in safe behavior and be able to participate in decisions that affect them. An optimum strategy would be to combine the best features of both cognitive and behavioral approaches. Motivation is central to safety and risk taking and is closely related to a number of topics that are considered in this and other chapters, including attitudes and behavior (Chapter 6) and training (Chapter 10).
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The man who makes no mistakes does not usually make anything (William Conor Magee) This chapter focuses upon physical aspects of workplaces and people’s behavior in them. The topic of human error is dealt with ﬁrst before a broader discussion of human factors or ergonomics. This is followed by a consideration of human–machine interface design issues and a review of some techniques used to mitigate human error.



4.1 Introduction We ﬁrst consider a fundamental aspect of human behavior — that of making mistakes or errors. This discussion is then taken into the area of some techniques that have been developed to address human error under the general heading of human factors or ergonomics. Addressing such topics within the context of human resource aspects of safety and risk management should hardly require justiﬁcation. It is widely acknowledged that some understanding of human error and human reliability, as well as a sound grasp of ergonomic principles and practice, should be part of the repertoire of the safety and risk scientist practitioner. The chapter aims to explain different types of human error and to show how selected human factors (ergonomic) interventions can be used to diagnose and provide guidance for reducing either the likelihood or the consequences of human error. Human errors are complex phenomena, the description of which can be traced back at least as far back as Sigmund Freud, from whom the expression Freudian slip has entered the language. Freud’s view was that erroneous actions resulted from some underlying need or purpose (usually sexual). However, human error, and conversely human reliability, has only been investigated as an identiﬁable ﬁeld of study since the 1970s and the contemporary orientation is essentially cognitive. Reason (1990) and Reason and Mycielska (1982) argued for a cognitive interpretation for most (if not quite all) human errors. Reason (1990) deﬁned human error as, “a generic term to encompass all those occasions in which a planned sequence of mental or physical activities fails to achieve its intended outcome, and when these failures cannot be attributed to the intervention of some chance agency” (p. 9). Cognitive factors that relate closely to human error include attention and control mechanisms (discussed in Chapter 3). Empirical data on human error have been collected through 109
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questionnaires and self-report diaries (see Reason & Mycielska, 1982; Reason & Lucas, 1984) as well as from case studies. Human error has both theoretical and practical implications, both of which are considered in this chapter. The other main component of this chapter is human factors (or ergonomics as it is also known) — a discipline with widespread safety applications. Some relevant applications are illustrated in this chapter, especially those concerned with human reliability.



4.2 Human error This section addresses the following issues: • Outline what human error is and why it occurs • Explain the main types of human error • Illustrate how different types of human error may be addressed



4.2.1 Errors as a learning tool Let us begin with the well-known saying to err is human. Why then do humans make errors? This question may be answered from an evolutionary perspective in that making errors has been functional, that is, it has been central to our survival as a species. In contemporary society, it is similarly necessary for all of us to make errors in order to learn, especially as children, but also as adults. Therefore, it is important to recognize that making errors and acting on the feedback we get from so doing is essential for human learning to occur. Thus, from an early age, error performance is how we learn not only about hazards in our environment, that is, from direct experience, but also about aspects of our social world — about what is correct or expected behavior in a wide range of situations. In this way we learn what is appropriate in different contexts, for example, how to treat other road users and how to behave at work. Much of our early learning is developed in part by us making errors and being able to learn from them. Thus, the reason that human errors are important in a functional sense is that they provide feedback that is essential for learning to occur. This principle can usefully be extended to learning situations. For example, Rubinsky and Smith (1973), during training in the correct use of grinding wheels, used a jet of water aimed at the trainee’s forehead to warn them that they had made an error. In a word processing training study, Frese and Altman (1988) found that trainees who were allowed to make errors performed better than those who were denied this opportunity. Why then is human error such a problem in many modern industrial systems, for example, civil aviation (Wiegmann & Shappell, 2001)? From a human evolutionary perspective, learning took place over a lengthy time scale. Many generations of our ancestors had to learn initially through trial and error as to which roots, berries, and other naturally occurring plants and animals were edible and which were to be avoided. Once learnt, this important survival information was passed on to subsequent generations by word of mouth and became part of societal knowledge, that is, known by all. Thus, trial and error learning has been functional for human evolution. Also functional was the inherent variability in human behavior and therefore in error making. This feature of our behavior enabled generations to learn from a large variety of errors over a long period. However, because of the massively harmful consequences that can sometimes result from certain types of human error in contemporary settings, it is no longer the case that trial and error learning or the inherent variability of human propensity for error making is necessarily the most appropriate way of learning. Reason (1990) noted, “whereas in the more forgiving
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circumstances of everyday life, learning from one’s mistakes is usually a beneﬁcial process, in the control room of chemical or nuclear power plants, such educative experiences can have unacceptable consequences” (p. 183). Thus, in respect of complex work activities (as well as some other tasks, like driving) humans may have to collapse their learning into ever decreasing time periods. During this time, possibilities for making errors may be small and correspondingly the opportunity to learn from making errors is lessened and an important feedback element of the learning process may thereby be considerably attenuated. Attempts to improve opportunities for experiential learning, including making errors and learning from them, may involve using simulators, for example, as used in the civil or military aircraft industry or in process control room operation. Managers who feel secure in their positions may be willing to let subordinates learn from their own mistakes, acknowledging the potency of this form of learning. Unfortunately, it is not possible to simulate all aspects of work behavior or all situations in which human error might lead to disasters or other undesired consequences. Thus, it is impossible in complex and tightly coupled systems (those that are linked with many other aspects of the system) to simulate all possible combinations of events (even if these are known) that might lead to disaster, for example, in the nuclear power generation industry (see Perrow [1984], for a more detailed exposition of this point). The speed of our industrial advance has not allowed human ability to learn from making errors to keep pace so that an aspect of human behavior, which was once functional for survival, under different circumstances can become part of a potentially dangerous system. It should also be noted that as part of learning from their errors humans are also quite good at detecting and correcting certain types of errors. Thus, it is likely that it will always be necessary to have humans within complex systems in order to solve problems when they arise. However, notwithstanding the necessity for humans to be located within complex systems considerable energies of safety and risk scientist practitioners, designers, and manufacturers are devoted to attempts to eliminate, or at least to minimize opportunities for human error to occur, and to mitigate adverse effects of human errors that do occur. For example, in the operation of complex systems, it is important that human operators have an adequate and accurate representation of what is happening in the system as a whole or at least that part of it for which they are responsible. In a number of nuclear power plant incidents, for example, Three Mile Island (TMI) (Kemeny, 1979), an important aspect of the incident was that the operators did not have an accurate view of what was happening in the plant. Summary Text 4.1 provides three airline industry examples of detecting system problems. Knowledge of operating a complex system is encapsulated in some mental representation or model of the system (Wilson & Rutherford, 1989; Matthews et al., 2000), also termed situational awareness (Endsley, 1995a, 1995b; Endsley & Garland, 2000). Mogford (1997) described maintaining an accurate mental picture of current air trafﬁc movements as critical for effective air trafﬁc control. A mental model can be considered as a knowledge base that develops depth and stability relatively slowly over time, gradually enabling the controller to understand and predict dynamic system behavior (Mogford, 1997; Matthews et al., 2000). Successful performance depends upon an adequate mental model of the dynamics of a process as well as an accurate mental representation of the system’s current state (Wickens, 1992; Matthews et al., 2000). However, seeking to acquire adequate mental representations of some complex systems can stretch human capacity up to and beyond its limits — for example, an aircraft cockpit may present up to 400 different displays for ﬂight crew to interpret (Adams et al., 1995), while nuclear power plant control rooms may contain more than 3000 different displays and controls (Wickens, 1992). However, an adequate mental model of the system is essential for situation awareness and correct task performance (Sarter &
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Woods, 1991). Endsley (1995a, 1995b) distinguished the three levels of situation awareness as follows: • Level 1 — Operator’s attention to and perception of current events • Level 2 — Operator’s integration of information on the current process state into an overall understanding of the current situation and its relation to system goals • Level 3 — Operator’s extrapolation from levels 1 and 2 to project the current process state into the near future and to compare it with the desired state



Summary Text 4.1 Examples of Detecting System Problems in the Airline Industry The Airbus A380 double-decker superjumbo jet plane, ﬁrst publicly displayed early in 2005, incorporates a sophisticated pattern of electromagnets within its design. These apply a slowly increasing electromagnetic ﬁeld to the structural metal beams, while a coil picks up distinct audio frequencies created by the material’s magnetic domains as they align with the ﬁeld. Prior to a plane going into service, the initial pattern is recorded and stored for use as a reference for future superstructure checks. This allows ground staff to continually monitor the A380’s airframe for defects by listening to the behavior of the plane’s structure in a varying magnetic ﬁeld — thereby providing an accurate picture of the state of the plane’s structure. This system can indicate when the plane’s structural integrity is threatened and when maintenance is required. Concerns have been raised about the difﬁculties of detecting damage to the composite superstructure of aircraft such as the Boeing 787 Dreamliner as well as the A380 (Marks, P., New Scientist, May 28, 2005, pp. 21–22). In 2001 a very different scenario concerned the demise of Ansett — a major domestic Australian airline. This was preceded by the grounding of Ansett’s ﬂeet of ten Boeing 767s on the instructions of the Australian government’s Civil Airline Safety Authority (CASA) due to the discovery of cracks in the wings during CASA safety checks. The immediate outcome was ﬂight cancellations, travel chaos, and reputation damage. The grounding was estimated to have cost the airline AUD4.24 million, and the ensuing advertising campaign seeking to recoup lost market share (of around 20%) to other carriers a further AUD20 million. The company collapsed soon afterward (Creedy, 2002). In February 2005, an Airbus A340-642 Virgin Atlantic ﬂight from Hong Kong to Heathrow was diverted to Amsterdam after a computer controlling fuel supply to the engines malfunctioned. The Civil Aviation Authority report on the incident concluded that dependency on automatic systems could lead crews to accepting what the aircraft is doing without adequate monitoring. The report also maintained that overdependence on automatic systems is being blamed for controlled ﬂight into terrain (CFIT) overtaking mechanical failure as the leading cause of airline passenger deaths. Pilots are now actually needed only for small parts of ﬂights and for emergencies — an illustration both of the ironies of automation (Bainbridge, 1987) and inappropriate allocation of function (see Section 4.5.2). Source: The Psychologist (2005) 18, p. 334; www.tinyurl.com/94ehk.
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Loss of situation awareness has been considered as a factor in aviation crashes (Jones & Endsley, 1995; Endsley, 1996; Hardy & Parasuraman, 1997) as well as in anaesthesiology (Gaba & Howard, 1995), road vehicle crashes (Gugerty, 1997), and process control (Hogg et al., 1995).



4.3 Categorizing human error A ﬁrst essential step toward ameliorating potential adverse effects of human error within any organization is to understand it. Thus, we need to know what types of errors occur and where they happen before we can begin to address them. In risk management terms, it is necessary to undertake the following steps: • • • •



Identify errors Assess any risks that they might pose If necessary, take steps to control the behavior that gives rise to errors Monitor any control measures taken



Human error is a term that can include a wide variety of human behavior and therefore as a sole descriptor of an act or series of events is not particularly useful. What is needed is a way of analyzing the scope and nature of human error. Of several attempts that have been made to classify human error, Miller and Swain (1987) adopted an outcome-oriented approach in which there are six types of errors, which are: 1. 2. 3. 4. 5. 6.



Commission — adding or including something that should not be there Omission — missing something out, for example, from a sequence of steps Selection — incorrect choice from a range of options Sequence — incorrect serial positioning of actions or events Time — too late or too early with an action Qualitative — not performing an action properly



Bryan’s (1989) human error taxonomy is shown in Summary Text 4.2.



Summary Text 4.2 Taxonomy of Human Error • • • • •



Substitution — wrong selection due to habit intrusions Selection — among choices, not governed by habit Reading — for example, altimeters, often a design problem Forgetting — cognitive failure, use a checklist Reversal — wrong direction, especially under stress — design issue, for example, warning labels • Unintentional activation — need controls to be locked off so that this is impossible • Mental overload — fatigue, training, and design could all be important here • Physical limitation — for example, due to physique, perception, design, placement, layout Source: After Bryan, L.A. (1989). Professional Safety, 34, 15–18.
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Most human error classiﬁcations are likely to have some validity, particularly if they are based upon systematic study of errors in particular environments. Transport environments have been frequently studied in this respect. For example, Mashour (1974) found that the most frequent causes of train crashes were failures to conﬁrm a signal, including detection error, perceptual error (especially those due to characteristics of signals), and recognition error (problem of meaning or interpretation) (see Chapter 3, Section 3.3). In a study of road crashes, Rumar (1985) found the most frequent human errors to be concerned with recognition (information acquisition) and decisions (information processing). Of 100 marine incidents studied by Wagenaar and Groeneweg (1987), only four did not involve human error; most were characterized by more than one error made by one or two individuals. The most frequent error types were false hypotheses (incorrect assumptions about the state of things) and dangerous habits. Another example is the system developed by Shorrock and Kirwan (2002) for air trafﬁc control. However, while these various studies found different types and causes of human error, as Lourens (1989) noted, attributing causality to human error is problematic because there is no universally agreed classiﬁcation system. He also pointed out that deﬁnitions of human error differ depending upon who is doing the judging. Thus, it is likely to be more useful in general to seek a classiﬁcation that has a strong theoretical basis, so that generic categories can be derived to advance understanding of relevant phenomena and to serve as a foundation for appropriate interventions across a range of circumstances. A generic classiﬁcation system developed by Reason (1990) was the generic error modeling system (GEMS), which identiﬁes three distinct error types (see also Embrey, n.d.). These error types occur at different levels of performance: skill-based (SB), rule-based (RB), or knowledge-based (KB) (Rasmussen, 1986). GEMS identiﬁed the following error types: 1. Skill-based slips and lapses — Unconscious, automatic actions resulting in slips (observable, at action stage) and lapses (inferred, at storage stage, e.g., memory failures), many of these being monitoring failures due to either inattention or overattention. 2. Rule-based mistakes — Following a series of steps and making a mistake, either applying good rules incorrectly or applying bad rules to a situation. 3. Knowledge-based mistakes — Learning from ﬁrst principles, mistakes made during problem solving, for example, those subject to attributional biases (see Chapter 3). Reason (1990) distinguished between these three types of error within the GEMS decisionmaking sequence in which routine actions are performed at the SB level, where slips and lapses may occur if attentional checks fail. The next level (RB) is accessed when the individual becomes conscious of a problem; at this level the problem is compared with existing problem-solving rules. If it still cannot be solved, the KB level is accessed, which involves iterative attempts to solve the problem from ﬁrst principles, until a solution is reached. Figure 4.1 summarizes the different error types. A primary distinction between slips/lapses and mistakes is that the former are execution stage failures, which are usually readily detected, whereas the latter result from intended actions that fail to achieve their desired consequences, that is, planning stage failures, which are usually much harder to detect.



4.3.1 Slips and lapses At the SB level of performance (e.g., an experienced motorist driving a car, a skilled operator carrying out tasks on a machine or tool at work, or using computer software that you are
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115 Basic error types Slip



Unintended action



Lapse



Attentional failures Intrusions Omissions Reversals Misorderings Mistimings



Memory failures Omit planned items Place-losing Forget intentions



Unsafe acts



Mistake



Intended action



Violation



Rule-based mistakes Misapply good rules Apply bad rules Knowledge-based mistakes (many varieties)



Routine violations Exceptional violations Sabotage



Summary of main error types Slips — skill-based, actions not as intended, perpetrator unaware, task-execution failures Lapses — skill-based, unconscious mental errors, perpetrator may become aware of later, storage-stage (memory) failures Mistakes — rule- or knowledge-based, perpetrator unlikely to be aware of unless deliberate (violations), planning-stage failures Violations — deliberate deviations from standard practice, carried out to maintain safe operation



Figure 4.1 Human error types. (Reproduced from Reason, J. T. (1990). Human Error. Cambridge: Cambridge University Press. With permission.)



very familiar with), according to Reason, errors result from either inattention to the task in hand to overattention to the task (monitoring SB behaviors too closely). An illustration of an inattention error would be an omission associated with an interruption or distraction. For example, someone interrupts you by speaking to you in the middle of carrying out a familiar task (such as making a cup of tea) and, when you return to the task, you forget where you were and miss out a step (e.g., failing to put tea into the teapot). Usually, this type of error is quickly spotted and corrected by the operator and, even when not immediately seen and corrected, rarely results in serious consequences. However, occasionally, a missed step is not noticed and thus not recovered, and undesired consequences may result. For example, a busy plant operator about to make an important telephone call to correct a malfunction was interrupted by a colleague with an urgent problem and, on returning to the work station, forgot to make the call until it was too late. Another example concerned a ﬂight crew making preﬂight checks being interrupted by air trafﬁc control staff to make a runway change and omitted a critical step when they returned to the checklist, resulting in a subsequent crash because the ﬂaps were in the wrong position for takeoff. Such errors have been called program counter failures (Reason & Mycielska, 1982) because an action that is not part of the sequence (dealing with the urgent problem)
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Summary Text 4.3 Types of Skill-Based Errors Repetitions — An action carried out more than the required number of times, for example, a toggle switch that is pressed one more time than is required may be annoying if you ﬁnd that you have typed the last two lines of text on your word processor in capitals, but could be critical if it is a design fault in a two-handed control on a power press. Wrong objects — Actions carried out in relation to the wrong object. It may be very inconvenient if you have brought your reading spectacles by mistake to the conference session where you are sitting at the back and cannot see a presenter’s poorly prepared slides, but bringing the wrong spectacles to a job that requires precision engineering for safety to be ensured could result in more than mere inconvenience for those ultimately affected. Another case involved an elderly woman’s daughter mistaking a super glue dispenser for her mother’s eye drops, with excruciatingly painful results for the poor old lady. Intrusions — Unintended actions are incorporated into a sequence of behavior (sometimes called errors of commission). These usually take the form of strong habit intrusions in which one sequence is captured by another, perhaps more familiar sequence. Thus, adding sugar to your tea when you only take sugar in coffee may result in a displeasing taste, although adding water to concentrated acid in the belief that you are dealing with a different chemical could leave more than a nasty taste in the mouth! Omissions — Intended actions are left out of a sequence of behavior. Forgetting to pack your personal organizer for a business trip could result in embarrassment; forgetting to check the setting before replacing the grinding wheel could result in a bad accident. Source: After Reason, J. T. (1990). Human Error. Cambridge, England: Cambridge University Press.



is counted in instead of the intended action (calling in). An example of such an incident that had disastrous consequences concerned the actions of a maintenance engineer who was rewiring a signal at Clapham Junction when he was momentarily distracted in this task. This led to him missing a vital step of cutting back and covering the old wires so that they could not reconnect (see Embrey, 1992, and Summary Text 4.13, on the Clapham Junction train crash). Summary Text 4.3 outlines Reason’s categorization of skill-based errors. Inattention errors also occur due to strong habit intrusions, where an intended departure from a familiar routine fails to occur — for example, you hear a trafﬁc report on the way to work and decide to take an alternative route to avoid congestion, yet you continue to drive along your normal route forgetting your previous decision. Overattention errors result from mistimed checks, where an attentional check is performed at a point in the sequence where no check was required. This can lead to either omitting a necessary step or repeating an already completed step. For example, a toggle switch or a valve lever, which has been operated once for a sequence of events to occur, is operated a second time to end up in the wrong position. In most cases, following the sequence of tasks through will reveal such an error but occasionally it will not and serious consequences could ensue.
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4.3.2 Mistakes As noted earlier, mistakes occur during conscious problem-solving activity, when actions fail to proceed as intended; these occur at both RB and KB levels. The following sections describe both types of mistake, with safety-related examples of each type.



4.3.2.1



Rule-based mistakes



At the RB level of performance, actions are governed by a hierarchy of rules, developed over time by an individual experiencing different types of problem, and learning a variety of ways of solving them. Rules take the form of if (situation)–then (action). Rule hierarchies are formed with the most general rules at the top of the hierarchy and rules describing more speciﬁc cases at lower levels. As exceptions are encountered for more general rules, an additional layer is added with more speciﬁc rules to allow for the exceptions (Holland et al., 1986). This learning process is exempliﬁed in the way that children learn English; for example, at ﬁrst, children learn the general rule of pluralizing a word, by adding “s,” then their rule hierarchy becomes more sophisticated over time as they meet plurals that violate this rule, such as “one sheep, many sheep” or “one woman, many women.” Children’s mistakes in pluralizing English words often take the form of overusing the more general rule, that is, they will speak of “sheeps” instead of sheep and “womans” instead of “women.” This is an example of misapplying a higher-level rule, which Reason describes as strong-but-wrong. As a rule at the top of the hierarchy is activated more frequently and has proven itself reliable in previous situations, it is more likely to be used than are less frequently encountered rules at lower levels of the hierarchy. In general, RB mistakes result when good rules are applied wrongly or bad rules are applied. Examples of these types of RB mistakes might be recognized in the behavior of the senior police ofﬁcer in charge of managing football fans during the occurrence of the Hillsborough football stadium disaster in 1987 (Taylor, 1989). The police ﬁrst decided to allow fans to ﬁnd their own level in the area behind the goal that was divided by fences into pens, which resulted in too many fans being packed into a conﬁned area (in the belief that this would reduce the capacity for fans to cause trouble). On subsequently seeing fans clambering over the perimeter fences and spilling onto the pitch, the police initially interpreted this as a pitch invasion (sending reinforcements and dog-handlers to the scene), rather than fans escaping the crush (and initially failing to recognize the true horror of the unfolding crushing incident in which 96 people eventually died). The ﬁrst case is an example of applying a bad rule: although the police believed that packing fans into the terraces back to front, shoulder to shoulder was effective in reducing the likelihood of trouble, allowing fans to ﬁnd their own level actually resulted in an unsafe level of overcrowding in the most popular areas. In the second case, a good rule (one that is successful when applied in appropriate circumstances) was misapplied. While the signs (climbing perimeter fence, fans on the pitch) were consistent with a pitch invasion, countersigns evident from CCTV cameras (fans in distress) claimed little attention as they were inconsistent with the police’s worldview of football fans as troublemakers. In the above example, incidents of football fans causing trouble were much more frequently encountered by the police, and therefore led to a stronger rule, than did the less frequent (but not unknown) incidents of fans being crushed in overcrowded terraces. For example, many years ago, one of the authors was a spectator in a stand that caught ﬁre during a football match as a result of which all the spectators in that stand had to be evacuated onto the pitch, with considerable help from the police in attendance. Despite the stand, which had held thousands of people, being completely destroyed there was not a single casualty.
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Reason (1990) explained that in a world that includes cases of both regularity and uncertainty, people tend to gamble in favor of high frequency alternatives (e.g., events that we know have happened before) and that this is generally an adaptive (successful) strategy. However, like any gamble, there is always a potential loss. Individuals’ rule hierarchies are likely to develop over time and particularly within occupational settings develop into common knowledge, or rules of thumb, at group level (for further discussion of group norms see Chapter 8). While it may be possible to review all such rules operated within a system, many of these bad rules may become embedded as normative, and largely tacit, ways of operating and thus are difﬁcult to detect and correct. The other type of RB error is incorrect application of good rules. Again, this may occur in various circumstances, one instance of which is information overload. This might result in operator stress and, as for SB behavior, an important step in a sequence may be omitted or two of the steps reversed. During emergencies, there is usually additional pressure on operators, for example in the form of large number of alarms going off, as at TMI (Kemeny, 1979), with operators being unable to deal with them all satisfactorily.



4.3.2.2



Knowledge-based mistakes



The KB level of performance is the one at which we ﬁrst learn new tasks. For example, on his or her ﬁrst day in a workplace a worker has to learn about the new environment; the learner driver who sits in the driving seat for the ﬁrst time; or our efforts to solve a novel problem — all illustrate KB learning. Here, opportunities for error are considerable because we often try out ideas and actions for the ﬁrst time. As individuals behaving at the KB level we make assumptions about a new task or problem to the extent that we may infer that it is like some other task or problem with which we are familiar. We might focus our attention on certain features of it and ignore others that might be very important. For example, we might assume that a new car, a different control panel, or a novel ﬂight deck, is sufﬁciently similar to the one we last used that our behavior in respect of it can safely remain unchanged. For example, in the Kegworth air crash, the pilots were ﬂying a Boeing 737 aircraft, which developed engine trouble. They incorrectly identiﬁed Number Two engine as the faulty engine and shut it down. The immediate feedback from this action seemed to indicate that the pilots had solved the problem. However, they had actually shut down the wrong engine, leaving the plane ﬂying on one damaged engine. A summary of key factors associated with the crash is given in Summary Text 4.4. It transpired from the crash investigation (Department of Transport, 1990) that the commander, probably based on his past experience on the McDonnell Douglas DC9, assumed that the vibration gauges on the Boeing 737 were unreliable. Thus, he ﬂew the Boeing 737, with its much-improved AVM system, as though it was the older, less reliable DC9. In addition, it seems that his training on the 737 had failed to emphasize the improved performance of the AVM indications. Thus, the gauge, which should have been taken to indicate high vibration in Number One engine, was ignored, ultimately leading to the shutting down of the wrong engine and the subsequent devastating crash. The potential for human error at the KB level is considerable, given the great diversity of KB learning, and it is the most difﬁcult to correct. A number of KB mistakes are characterized as problems with causality, inﬂuenced by the representativeness and availability biases (described in Chapter 3, Section 3.5). Mistakes are common at the KB level due to the novel nature of a problem — individuals may need to improvise solutions where there are no established rules or procedures to follow. In such situations, the success of improvisations depends on the accuracy of the individual’s mental model, the summary of their knowledge regarding the system, and how this is organized. Where there is missing or inadequate information, individuals may need to “borrow” ideas from other situations that
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Summary Text 4.4 Summary of the Airline Crash at Kegworth On January 8, 1989, at 20.25, a British Midland Boeing 737-400 series crashed into a bank alongside the M1 motorway at Kegworth, just short of the East Midlands Airport runway. Forty-seven passengers died from their injuries and most of the remainder who were on board suffered serious injury. The active failure was that the ﬂight crew shut down the No. 2 engine after a fan blade had fractured in the No. 1 engine. This engine subsequently suffered a major thrust loss due to secondary fan damage after power had been increased during the ﬁnal approach to land. Factors that affected the incorrect response of the ﬂight crew included those outlined as follows: • Symptoms of engine failure — heavy vibration, noise, and smell of smoke were outside their training and expertise. • Previous experience of vibration gauges on other planes, which, unlike the 737-400 gauges, tended to be unreliable. • Secondary position of the vibration gauges and absence of any warning light or labeled danger zone. • Lack of familiarity with the automatic fuel system, which meant that when the healthy No. 2 engine was throttled back the automatic fuel system was shut off thereby resulting in a normal ﬂow to the damaged No. 1 engine persuading them that they had (by trial and error) correctly identiﬁed the defective engine. • No cabin crew or passengers who could see the ﬂames emanating from the No. 1 engine informed the ﬂight crew which engine was involved. The ﬂight crew had no means of seeing which engine was faulty and their instruments gave no strong clue that the No. 1 engine was faulty, even when No. 2 engine had been shut down. When the ﬂight crew were about to review the action they had taken, they were interrupted by messages from ﬂight control and did not return to the review process. Although the ﬂight crew was primarily blamed for the crash, there were other contributory factors, which are: • Design, manufacture, and inadequate testing of the newly designed engine • Inadequate training on the new aircraft • Inadequate procedures for determining which engine to shut down • Position and display features of critical instruments Source: Great Britain: Department of Transport, Air Accidents Investigation Branch (1990). Aircraft Accident Report 4/90: Report on the Accident to Boeing 737-400 G-OBME near Kegworth, Leicestershire on 8 January 1989. London: HMSO.



provide analogous solutions or to derive novel solutions from ﬁrst principles. The latter process is particularly prone to error as it creates a substantial mental workload. In addition, errors can be compounded because most forms of work activity involve behavior at all three levels (skills, rules, and knowledge). Nearly all disasters involve errors of various types, typically three or four in combination, whose coming together could not have been
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Summary Text 4.5 Sinking of the Ferry Ship Herald of Free Enterprise On March 6, 1987, the roll on/roll off passenger/freight ferry, Herald of Free Enterprise sailed from Zeebrugge inner harbor at 18.05. The ship capsized rapidly about 23 minutes later, just after it had left the conﬁnes of the harbor: 188 passengers and crew were killed and many others were injured. It was revealed that both inner and outer bow doors had been left fully open and that water entering the ship through the doors had resulted in the capsize. The most immediate cause was that the assistant bosun, whose job it was to close the doors was asleep in his cabin, having just been relieved from maintenance and cleaning duties. His immediate superior, the bosun, had seen that the bow doors were still open, but did not close them as he did not consider this to be his duty. The chief ofﬁcer, responsible for ensuring that the bow doors were closed was also required to be on the bridge, 15 min before sailing time. He thought he had seen the assistant bosun going to close the doors. There was pressure from management on the ﬁrst ofﬁcer to sail early (15 min) to avoid delays. Company procedures appeared to require “negative reporting” only — that is, unless informed to the contrary, the master assumes that all is well. The chief ofﬁcer had not made such a report on this occasion. Despite repeated requests from the masters to the management, no bow door indicators were available on the bridge and the master was unaware that he had sailed with the bow doors open. Design features meant that, once water entered, the ship was inherently unstable. A combination of factors or “human errors” — individual, management, and design thereby combined to produce the disaster. Source: Great Britain: Department of Transport (1987) MV Herald of Free Enterprise, Report of Court No. 8074: Formal Investigation. London: HMSO; Reason, J. T. (1990). Human Error. Cambridge, England: Cambridge University Press.



reasonably foreseen (Perrow, 1984). Examples include the sinking of the ferry ship the Herald of Free Enterprise (Department of Transport, 1987) and the Kings Cross Underground station ﬁre (Department of Transport, 1988). Brief summaries of the human factors components of these disasters are given respectively in Summary Text 4.5 and Summary Text 4.6.



4.3.2.3



Violations



In addition to slips, lapses, and mistakes, violations typically occur at the RB level, but could also occur at the KB level. Reason (1990) described these as, “deliberate, but not necessarily reprehensible, deviations from those practices deemed necessary (by designers, managers and regulatory agencies) to maintain the safe operation of a potentially hazardous system” (p. 195). As well as being subject to adherence to rules, policies, and procedures, (HSE, 1995) for example, through selection and training processes, violations are also subject to individual differences. In a study of unsafe acts committed by motorists, Reason et al. (1990) found evidence for three distinct categories of aberrant behavior — violations, dangerous errors, and relatively harmless lapses. Violations are deviations from safe operating procedures, and while such actions are deliberate, they do not usually have a malevolent intent (which would constitute sabotage). Lapses were the most frequently reported driver errors (reported most by women), whilst violations and dangerous errors were less frequent (with more violations being reported by men, particularly young men). It was suggested that because violations were found to decrease with age, but that errors remained stable, the



clarke: “3090_c004” — 2006/3/16 — 20:59 — page 120 — #12



Chapter four:



Human error and human factors



121



Summary Text 4.6 King Cross Underground Station Fire On November 18, 1987, at 19.25, a discarded match or cigarette end (most probable cause) set ﬁre to grease and rubbish on the Piccadilly line ascending escalator running track at Kings Cross station. Running tracks were not regularly cleaned because of ambiguous responsibilities. Smoke detectors were not installed on cost grounds and water fog equipment was infrequently used due to rust problems. A passenger alerted a booking clerk to the ﬁre at 19.30, although only four of the 21 station staff on duty at the time had received any training in evacuation or ﬁre drills. At 19.34, railway police evacuated passengers via an alternative escalator, although no evacuation plan existed for the station and no joint exercises had been conducted between London Underground staff and the emergency services. A relief inspector, not regularly based at Kings Cross and without any ﬁre training, entered the upper machine room at 19.38 but could not get close enough to the ﬁre to use a ﬁre extinguisher and did not activate the water fog equipment. At 19.39, police in the ticket hall began evacuating the area and requested that Piccadilly and Victoria line trains do not stop at Kings Cross, although trains continue to stop there. At 19.41, police closed metal gates to the ticket hall and the ﬁrst ﬁre engines arrived soon after. At 19.45, ﬂashover occurred and the whole ticket hall was engulfed in intense heat and ﬂame: 31 people were killed and many others were seriously injured. The tragedy was aggravated by the lack of an evacuation plan, escape routes being blocked by locked doors and metal barriers, outdated communication equipment, no access to station public address system by headquarters controller, nonfunctioning of cameras and TV monitors, lack of public address system on trains, and absence of public telephones at the station. A combination of factors resulted in a disaster made worse by a variety of behaviors and circumstances. Source: Great Britain: Department of Transport (1987). Investigation into the King’s Cross Underground Fire. (Chairman D. Fennell). London: HMSO; Reason, J. T. (1990). Human Error. Cambridge, England: Cambridge University Press.



two categories have different underlying causes. In addition, it was found that drivers with a high violation score, rather than a high error score, reported greatest crash involvement. Reason et al. (1990) suggested that psychological processes underlying the commission of errors and violations are fundamentally different. Errors are said to result from faulty information-processing at an individual level, whereas violations, “can only be described with regard to a social context in which behavior is governed by operating procedures, codes of practice, rules, norms and the like” (p. 1316). Safety rule infringements are not usually acts of deliberate risk taking, but shortcuts designed to make work more efﬁcient, quicker, or easier (Reason et al., 1994). As operators are not usually able to assess the impact of violations on the system as a whole, and because there may be no obvious or immediate negative consequences, their actions are often reinforced (principles of reinforcement are discussed in Chapter 3). Reason et al. (1994) identiﬁed the three types of violation, which are as follows: 1. Routine — short cuts that become a habitual part of the individual’s behavioral repertoire
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Human safety and risk management 2. Optimizing — serving nonfunctional goals, such as joy of speed or aggression, which become part of an individual’s performance style 3. Situational — noncompliance, needed to get the job done



The ﬁrst two types of violation relate to achievement of nonfunctional goals, such as ﬁnishing work early or enjoying the sensation of speeding. However, situational violations occur due to organizational constraints, such as unavailable equipment or inadequate stafﬁng. Reason et al. (1998) developed a rule-related behavior taxonomy, which identiﬁed ten different categories (see Summary Text 4.7). A number of factors inﬂuence the nature of rulerelated behavior, including whether there are relevant safety rules, whether performance is correct, and whether the behavior is psychologically rewarding. Rules and procedures designed to ensure safe behavior are not always appropriate. For example, workers on a North Sea oil rig had been instructed never to jump from the side of the platform in the event of an emergency but to await rescue by helicopter. However, during the emergency on the rig Piper Alpha some of those who ignored these instructions survived, while those who followed the rule perished in the ﬁre, as the clouds of smoke prevented rescue helicopters from landing (Department of Energy, 1990). When rules are inappropriate, the safest course of action would be to violate the rule; mispliances (combining a mistake with compliance) occur when inappropriate rules are mistakenly complied with. Rule-related behavior in workplaces may result in either correct or incorrect performance. Correct performance is associated with accurate hazard perception, task training, learning from experience, and organizational factors (e.g., leadership, supervisory example). Reason et al. (1998) argued that correct actions are based on the individual conducting an accurate hazard evaluation of prevailing local conditions and acting according to the level of risk. Including risk perception blurs the distinction between errors and violations (Reason et al., 1990) by recognizing that some actions may involve a deviation from procedures (violation), but are based on inaccurate judgments about consequences (mistake) resulting in misventions (combining a mistake with a circumvention). Correct violations — that is, breaking a rule because an immediate hazard assessment indicates that the rule is inappropriate, demand that individuals are given latitude to make decisions. To do this they must be appropriately trained and empowered to assess and evaluate hazards accurately. A further dimension affecting the commission of violations is psychological rewards. Individuals are more likely to violate safety rules where psychological rewards that fulﬁll personal goals are attached. Correct compliance is undermined where the behavior required is correct but psychologically unrewarding. Such behaviors are likely to become extinct, as the temptation to violate the rule is too much (e.g., wearing uncomfortable PPE, such as gloves or masks). Other forms of violation include those that are incorrect, but hold psychological rewards for the individual, such as bypassing safety regulations as a demonstration of skill and expertise (“only novices need to go by the book”). Reason et al. (1998) noted that such violations may seem innocuous, but can have negative effects, “incorrect but psychologically rewarding violations are the breed stock from which occasional misventions emerge. Though often inconsequential in themselves, they create the conditions that promote dangerous misventions, particularly overconﬁdence in personal skills and an underestimation of the hazards” (p. 296). Although they have been considered as independent unsafe acts, incidents often result from a combination of errors and violations. Brown (1990) suggested that motorists have a bias toward inadequate safety margins, where driving with an insufﬁcient margin for safety means that certain types of error become more likely. Motorists who violate accepted road rules by speeding or following too closely reduce their safety margin, thereby creating a
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Summary Text 4.7 Ten Categories of Rule-Related Behavior The behaviors described below achieve both organizational goals (correct behavior) and individual goals (psychologically rewarding). • Correct improvization — Successful outcome of improvized KB processing (correct and psychologically rewarding behavior, in the absence of appropriate procedures, e.g., a nuclear power plant operator successfully releases a valve through using an adapted procedure learnt on another type of reactor). • Correct violation — Psychologically rewarding behavior (e.g., achieving a personal goal) from not following an inappropriate procedure (e.g., a surgeon does not wear a mask where there is a minimal risk of crossinfection, despite the procedure stating that masks should be worn at all times). • Correct compliance — Psychologically rewarding behavior from following an appropriate procedure (performance conforms to appropriate safety rules, e.g., train driver stops at a red signal). These categories of behavior described below achieve neither organizational goals (incorrect behavior) nor individual goals (psychologically unrewarding). • Mistake — Unsuccessful outcome of improvized KB processing (incorrect plan of action devised, which is ultimately unsuccessful, in the absence of appropriate procedures, e.g., a ﬂight crew falsely diagnose a faulty engine, based on experience on different aircraft types, and shuts down the wrong engine — see Summary Text 4.4). • Mispliance — Psychologically nonrewarding behavior from following an inappropriate procedure (combines “mistake” and “compliance”), for example, a doctor prescribing according to protocol, rather than using some degree of ﬂexibility, depending on patient needs. • Misvention — Psychologically nonrewarding behavior from not following an appropriate procedure (combines “mistake” and “circumvention”), for example, welding next to an open furnace, which increases explosion risk. The categories of behavior described below illustrate situations where organizational goals and individual goals are inconsistent or conﬂict with each other. • Correct but unrewarding compliance — Psychologically nonrewarding behavior from following an appropriate procedure, for example, wearing uncomfortable gloves or masks. • Correct but unrewarding violation — Psychologically nonrewarding behavior (e.g., failing to achieve a personal goal) from not following an inappropriate procedure — for example, an operator feels uncomfortable when violating a company rule, but recognizes that this is the safest route.
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Human safety and risk management • Incorrect but rewarding compliance — Psychologically rewarding behavior from following an inappropriate procedure, for example, an operator recognizes that a procedure is not appropriate, but follows it anyway as it’s “more than my job’s worth” not to comply. • Incorrect but rewarding violation — Results from psychologically rewarding behavior from not following an appropriate procedure, for example, removing safety guards from machinery so that work pace can be increased. The ﬁve main factors shaping these rule-related behaviors are: 1. 2. 3. 4. 5.



Availability of a procedure Appropriateness of the procedure Whether the procedure was followed Correctness of the chosen course of action Outcome in terms of personal goals



Source: After Reason, J. T. et al. (1988). Work & Stress, 12, 293–306.



self-imposed time constraint. Thus, drivers have less time to assess the situation (leading to attentional errors), less time to process incoming information (leading to perceptual errors), and limited opportunity to appreciate the potential danger of a situation (leading to judgmental errors). Thus, drivers who violate rules create a situation for themselves where their likelihood of making an error can be greatly increased. Fergenson (1971) found a signiﬁcant interaction such that high violators with lower cognitive efﬁciency had a high crash rate, whereas those with a zero crash rate were signiﬁcantly better at processing information. This suggested that whilst violations reduce safety margins for all drivers, those who are least able to deal with the increased cognitive load are most susceptible to errors. Reason et al. (1990) found that error proneness was a signiﬁcant predictor of dangerous errors and less dangerous lapses. Neurological research (Durston et al., 2001; Baird & Fugelsang, 2004) has suggested that because the prefrontal cortex — responsible for planning, judgment, and selfcontrol, is the last part of the brain to mature — at around 18 years of age, this could help to explain the apparent occasional irrationality of young people, whether as drivers or in other situations. Although mood was also a signiﬁcant predictor of errors (and violations), error proneness, which is characterized by higher rates of absentmindedness and inattention, can be treated as a relatively enduring individual characteristic as it is stable over time (Broadbent et al., 1982; Matthews et al., 2000; see also Section 5.6). A lethal combination of errors and violations contributed to the Chernobyl disaster (see Munipov, 1991 and Summary Text 4.8).



4.4 Error occurrence and detection As already indicated, errors at different levels are not equally likely to occur, nor are they equally likely to be detected or recovered from. A common way of designating human error probability (Miller & Swain, 1987) is number of errors/number of opportunities for error (exposure). In numerical terms, the range of probabilities for making errors at the three levels has been calculated (Rasmussen, 1980). At the SB level the probability of making an error (e.g., depending on type of task and current stress level) varies between less than 1 in 10,000
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Summary Text 4.8 The Chernobyl Disaster — An Illustration The world’s worst nuclear power disaster occurred at Chernobyl (in the Ukraine) on April 25–26, 1986. Tests were being carried out on No. 4 reactor, which involved shutting down the reactor and switching off the emergency core cooling system. A series of operational errors and procedural violations led to an out-of-control chain reaction, resulting in explosions that destroyed the reactor core. The operators, probably all Ukrainians, were members of a high-prestige occupational group, and had recently won an award. They probably approached the task with a ‘can do’ attitude with some conﬁdence in their ability to ‘ﬂy’ the reactor. Like other nuclear power plant operators, they would operate the plant using process feel, rather than a knowledge of reactor physics. Their immediate aim was to complete the test as quickly as possible, get rid of the experimenters, and to shut down the plant in time for the start of the Tuesday maintenance program. But they had forgotten to be afraid of the dangerous beast they were driving. The Russian report expressed it thus: They had lost any feeling for the hazards involved. The experimenters, akin to a development group, were electrical engineers from Moscow. Their aim was quite clear: to crack a stubborn technical problem once and for all. Although they would have set the goals for the operators before and during the experiment, they would not, themselves, have known much about the actual operation of a nuclear power station. The Russian report makes it evident that the engineer in charge of this group knew little or nothing about nuclear reactors. Together the two groups made a dangerous mixture. The experimenters were a group of single-minded but nonnuclear engineers directing a group of dedicated but overconﬁdent operators. Each group probably assumed that the others knew what it was doing. And both parties had little or no understanding of the dangers they were courting or of the system they were abusing. The operators’ actions were consistent with an illusion of invulnerability. It is likely that they rationalized away any worries (or warnings) that they might have had about the hazards of their endeavor. Their single-minded pursuit of repeated testing implied an unswerving belief in the rightness of their actions. They clearly underestimated the opposition: in this case, the system’s intolerance to being operated within the forbidden reduced-power zone. Any adverse outcomes were either seen as unlikely or possibly not even considered at all. Finally, if any one operator experienced doubts, they were probably self-censored before they were voiced. The above speculations suggest that the group aspects of the situation were prominent (see Chapter 8 for further consideration of group effects that might have been operating in this situation). Source: After Reason, J. T. (1987). Bulletin of the British Psychological Society, 40, 201–206.
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Range of knowledgebased errors



1:10 Range of rule-based errors



1:100 1:1000



Range of skill-based errors



1:10,000



Figure 4.2 Probability ratios for different error types.



Table 4.1 Error Occurrence, Detection, and Recovery Rates



Error type Skills Rules Knowledge



Probability of occurrence range 1 in 100 1 in 10 
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