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Electromagnetic methods in geophysics This report is made up of three sections. Technical aspects of the electromagnetic methods used in geophysical studies, from DC to relatively high frequency, are presented in the first section. The most common methods are briefly introduced, namely electrical resistivity and induced polarization, both magnetic and electromagnetic. It is clear from this chapter that particular techniques, including electromagnetic ones, are already being utilized in mine detection. Metal detectors, for example, operate on similar principles. It would also appear, even from a restricted study of the literature, that more attention is now being paid to inverse problems. The results obtained when using these methods are more accurate, although the computation required is much greater. The inverse problems encountered in geophysics are briefly surveyed in the second section of the report. Among the wide variety of such problems are determination of earth structure, deconvolution of seismograms, location of earthquakes using the arrival times of waves, identification of trends and determination of sub-surface temperature distribution. These are presented in the report in relation to the types of tools used to solve them. As a result, the methods are categorized as “deterministic” or “probabilistic”. The difference between deterministic and probabilistic methods is that in the former the parameters are unknown but non-random, whereas in the latter they are treated as random variables and therefore have a probability distribution. Probabilistic methods can be used even though there is no strict probabilistic behaviour of the system. When probabilistic methods are applied, the problem is formulated on the basis of probability theory. The results obtained with this approach, using certain assumptions on the probabilities, coincide with the results obtained from the deterministic approach. From the presentation of selected papers many other important aspects of inverse problems can be also identified. Mathematically, the inverse problems are non-linear and ill-posed. That it is why many different approaches to solving them have already been put forward. One of the most common is the minimization of the squared norm of the difference between the measured and the calculated boundary values such as voltages. Because of the ill-posed nature of the problem, the minimization has to be modified in order to obtain a stable solution. This modification, known as regularization, is obtained by introducing an additional term into the minimization so that the problem becomes well-posed. The solution of this new problem approximates to the required solution of the ordinary problem and, in addition, is more satisfactory than the ordinary solution. When the problem is regularized by the introduction of the additional term, prior information about the solution is incorporated. Very often the prior assumption about the solution sought is that the computed solution should be smooth. The smoothness assumption is very often utilized in geophysical studies. It is, however, very general in nature and does not necessarily utilize the known properties of the solution. This has certain advantages because the same assumptions might be valid for a wide range of situations. However, if a certain problem is considered, it would seem reasonable to use prior information that is effectively tailored for this particular situation. Prior information that could be used in the reconstruction problem would be, for example, knowledge of the internal structure of an object, such as the layered structure, the limits of the resistivity values of the different interior structures, the correlation between resistivities and the geometric variability of the interior structures. The third section of the report contains a presentation of the papers published in recent issues of geophysical journals or in conference proceedings which describe the direct application of “geophysical” methods to mine detection or topics which are, in our opinion, essential from this perspective.
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The papers presented in the second and third sections have been selected with regard to their contents. We hope that this selection will be of interest to those involved in developing tools for demining. The authors of this report are convinced that future demining techniques will utilise a multi-modal approach and advanced computational methods. This view explains why a substantial part of this report is devoted to inverse problems. The appendices contain general information on inverse techniques. The information included there is not restricted to geophysics and is drawn on in other scientific disciplines. It is also known to demining “insiders”. Finally, apart from the usual reference section, a small “database” is included. This contains original summaries taken from some of the papers referenced. We hope that this will enable the reader to select, in an efficient manner, a paper containing information which is of use.
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1.



Technical principles of EM methods in geophysics



1.1.



Electrical resistivity methods



Resistivity measurements One of the parameters used to describe soil is soil complex permittivity. This depends on many factors such as soil structure, mineral content and water contamination. In the resistivity method current is injected into the formation and potential is measured from different points. There are many variations on the resistivity method depending on the type of current injected: • DC measurement • Single frequency excitation • Multi-frequency excitation • Time-domain techniques With respect to current injection and measurement, the resistivity methods are: • Surface-based • Well-logging. Electrical well-logging is a technique for measuring the impedance of the formation in depth. A hole is usually drilled down to the formation and, depending on the configuration, an electrode or electrode set-up is moved into it [Furche M. and Weller A., 2002, Sattel D. and Macnae J., 200, Keller G. V. and Frischknecht F. C., 1966]. There are different configurations of electrode sets: • Single-electrode resistance logs • Multi-electrode spacing logs • Focused current logs • Micro-spacing and pad device logs Single-electrode resistance logs Ω B



A



Figure 1. Single-electrode resistance log configuration. This technique uses two electrodes, one of which in located in the hole, while the second, the reference electrode, is located on the ground surface (Figure 1). The resistance between the movable in-hole electrode and the reference electrode is measured as a function of the depth of the in-hole electrode. The measured resistance is a function of the electrical properties of 5



the material surrounding the electrode and electrode’s shape and dimensions. For successful measurement it is crucial that the in-hole electrode makes good contact with the formation. This is achieved by filling the hole with water or drilling mud. Another problem arises when using a two-electrode configuration. The measured resistance, particularly for DC surveys, contains electrode-contact impedance, which introduces measurement errors. An additional error stems from the variable length of the wire on which the in-hole electrode hangs. When the logging electrode is spherical in shape, fairly simple formulae can be used to calculate the grounding resistance. Such an idealized situation may be approached if the resistivity of a thick layer of rock is uniform and if the well bore is filled with drilling mud with about the same resistivity as the rock. In a completely uniform medium, current will spread out radially from an electrode, A, with a uniform current density in all directions, as shown in (Figure 2). The grounding resistance may be calculated by dividing the earth around the electrode into a series of thin concentric spherical shells. The total grounding resistance is found by summing the resistances through all such shells extending from the surface of the electrode to infinity. The resistance through a single shell is found using one of the defining equations for resistivity [Keller G. V. and Frischknecht F. C., 1966]:



Figure 2. Geometry of the electrode and the hole. (1.1) l dr =ρ 2 A 4πr The total resistance is determined by integrating this expression for the resistance of a single thin shell over a range in r extending from the surface of the electrode (radius a) to infinity: ∞ (1.2) ρ ρ ∞ ρ = R=∫ dr = − 2 ∫ 4πr a 4πa a 4πr dR = ρ



A geometric factor, K, may be defined from this equation by combining the factors, which depend on the geometry of the electrode;



K = 4πa



(1.3)



Every electrode or array of electrodes can be characterized by a particular geometric factor. This is a parameter which, when multiplied by the measured resistance, will convert the resistance to the resistivity for a uniform medium. Spacing logs
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Figure 3. Spacing log configurations: a) normal array, b) lateral array. For two-electrode resistance measurement the error from long wiring and from electrode contact phenomena can have a significant effect on the result obtained. In order to measure formation resistivity accurately a four-electrode configuration is widely used. Two electrodes are used for current excitation, while two others measure voltage. Such an approach minimises contact and wire impedance errors, as the measuring voltage device does not draw much current, so the measured voltage value is not affected by the presence of parasite resistances. There are several techniques of electrode placement. The most common are two electrodes on the probe (Figure 3.a) or three electrodes on the probe (Figure 3.b). The remaining electrodes are placed on the ground surface. When two electrodes are placed on the probe, one is the current electrode and the other the voltage electrode. The reference current and voltage electrodes are placed on the ground surface. This configuration is referred to as a “normal” array or “potential” array. In this configuration only the resistance contributed by the formation outside the equi-potential surface passing through this measuring electrode is measured. To increase the resolution of the survey three electrodes are placed on the probe. One is the current electrode and the other two are voltage electrodes. The current reference electrode is placed on the soil surface. This configuration is known as a lateral array or gradient array. It is also possible to change the current and voltage electrodes in this configuration. It can be shown that this does not affect the value of the measured resistance. As before, the hole should be filled with water or mud to achieve good electrical electrode-toformation contact. If the conductivity of the hole-filling medium differs from the conductivity of the formation, the measured resistance differs from the true one. Moreover, the contrast between the measured resistances is less in measurement than in reality. In general, an increase in the distance between the electrodes can reduce this error significantly [Keller G. V. and Frischknecht F. C., 1966].
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Figure 4. Focused current log configuration. In this technique the single-electrode resistance measurement is improved by adding two guard electrodes (Kelvin guard electrodes) above and below the main electrode (Figure 4). These electrodes cause the current of the centre electrode to flow more to the rock. This configuration is very useful in the investigation of the formations within thin layers. Even when the conductivity of the borehole filling solution (mud) is highly conductive, the method gives good results. Commercially available systems using this kind of configuration are Laterolog (Schlumberger) and Guard-Log (Welex and Birdwell) and the current-focused logs (Lane-Wells). The geometric factor for the guard electrode array is: 2π l K



S



=



⎡⎛ L ⎞ 2 ⎤ ⎢⎜ ⎟ − 1⎥ ⎢⎣ ⎝ d ⎠ ⎥⎦



L ⎛ L ⎞ ln ⎜ ⎟ + d ⎝ d ⎠



⎡⎛ L ⎞ 2 ⎤ ⎢ ⎜ ⎟ − 1⎥ ⎢⎣ ⎝ d ⎠ ⎥⎦



(1.5)



where L is the total length of the array (the length of the centre band) and d is the diameter of the electrode. Micro-logging



For very high-resolution scans all the electrodes are placed at an extremely small distance from each other. Unlike the previous method, the electrodes have to be placed as close as possible to the borehole wall (Figure 5). To achieve this, a special spring-system is often used. The area of investigation in this type of survey is very local and depends on electrode distance. Any layer of mud or liquid between the electrode and the formation, the thickness of which is comparable to the electrode displacement, significantly modifies the measured resistance.
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Figure 5. Micro-logging configuration. Small displacement of the electrode also requires a small electrode area, which increases the electrode’s contact resistance [Keller G. V. and Frischknecht F. C., 1966]. Cross-borehole imaging



The cross-borehole technique is a modification of borehole logging. In this type of survey two or more boreholes are drilled and a multiple set of electrodes inserted in the holes (Figure 6).



Figure 6. Cross-borehole set-up. The electrodes can usually work as current or voltage, allowing for different methods of excitation. In general, this technique can give a better spatial resolution between the holes owing to the presence of more measuring points and more hypothetical current-paths. One of the possible modifications of the cross-borehole technique is the addition of more electrodes to the system by placing them on the ground surface between the holes [Curtis A, 1999, Abubakar A., and van den Berg P.M., 2000, Jackson P.D., et al., 2001, Bing Z., and Greenhalgh S.A., 2000, Slater L., et al., 2000, and Keller G. V. and Frischknecht F. C., 1966]. Surface resistivity surveys
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Electrical well-logging is quite an expensive and time-consuming method of soil prospecting. However, it gives good results, and good depth-resolution. The main reason for the complexity of the method is the fact that the borehole has to be drilled. If the results are not satisfactory, another borehole must be drilled and the survey has to be performed again. Measurement of the apparent resistivity of the surface is another technique, which is much cheaper to apply than borehole resistivity imaging. Basically, surface resistivity surveys use a four-electrode technique for apparent resistance measurements. In the theoretical analysis the first step is to assume a completely homogeneous formation under the point electrodes. An equation giving the potential about a single point source of current can be developed from two basic considerations: 1. Ohm's law: (1.6) E=ρ j where E is the potential gradient, j is the current density and ρ is the resistivity of the medium. 2. The divergence condition:



(1.7) ∆⋅ j = 0 which states that the sum of the currents entering a chunk of material must be equal to the sum of the current leaving the chunk, unless there is a source of current inside the chunk. The divergence of the current density vector must be zero at all sites except at the current source. These two equations may be combined to obtain Laplace's equation: 1 1 ∇ ⋅ j = ∇ ⋅ E = ∆U ρ ρ



(1.8)



where U is a scalar potential function defined such that E is its gradient. In polar co-ordinates, the Laplace equation is: 1 1 ∂ 2u ∂ ⎛ 2 ∂u ⎞ ∂ ⎛ ∂u ⎞ =0 ⎜r ⎟+ ⎜ sin θ ⎟+ (1.9) ∂r ⎝ ∂r ⎠ r 2 sin θ ∂θ ⎝ ∂θ ⎠ r 2 + sin 2 θ ∂ϕ 2



If only a single point source of current is considered, complete symmetry of current flow with respect to the Θ and ϕ directions may be assumed, so that derivatives taken in these directions may be eliminated from (1.9): ∂ ⎛ 2 ∂u ⎞ ⎜r ⎟=0 ∂r ⎝ ∂r ⎠



(1.10)



This equation may be integrated directly: ∂u =C ∂r C u=− +D r



r2



(1.11)
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Defining the level of potential at a great distance from the current source as zero, the constant of integration, D, must also be zero. The other constant of integration, C, may be evaluated in terms of the total current, I, from the source. In view of the assumed symmetry of the current flow, the current density should be uniform throughout the surface of a small sphere with radius a drawn around the current source. The total current may be expressed as the integral of the current density over the surface of the sphere: I = ∫ j ⋅ ds = ∫ S



E



ρ



S



ds = ∫ S



C 2πC ds = − 2 ρ ρr



(1.12)



This equation may be solved for the constant of integration, C, and this value substituted in (1.11) for the potential function: UM =



ρI 2π r



(1.13)



Potential functions are scalars and so may be added arithmetically. If there are several sources of current rather than the single source assumed so far, the total potential at an observation point may be calculated by adding the potential contributions from each source considered independently. Thus, for n current sources distributed in a uniform medium, the potential at an observation point, M, will be: UM =



ρ 2π



⎡ I1 I1 In ⎤ ⎢ a + a + ⋅⋅⋅ + a ⎥ 1 n⎦ ⎣ 1



(1.14)



where In is the current from the nth in a series of current electrodes and an is the distance from the nth source at which the potential is being observed. Equation (1.14) is of practical importance in the determination of earth resistivities. The physical quantities measured in a field determination of resistivity are the current, I, flowing between two electrodes, the difference in potential, A U, between two measuring points, M and N, and the distances between the various electrodes. Thus, the following equation applies for the four ordinary terminal arrays used in measuring earth resistivity: 2π ∆U ⎛ U M −U N ⎞ =K ⎟ I I ⎝ ⎠ 1 − 1 − 1 + 1 AM BM AN BN



ρ =⎜



(1.15)



There are several main configurations of the electrodes: • The Wenner array • The Schlumberger array • The dipole-dipole array • The pole-pole array • The pole-dipole array Apart from the basic configurations mentioned above, there are a wide variety of modifications of them. Most of the measuring techniques use a similar basic four-electrode
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configuration of two current electrodes and two voltage electrodes. The main difference is the spacing between the electrodes. For the Wenner configuration (Figure 7.a) the distance between the voltage electrodes is equal to the corresponding distance between the voltage and current electrodes. For the Schlumberger configuration (Figure 7.b) the voltage electrodes are placed symmetrically to the mid-point between the current electrodes, the spacing between them usually being considerably less than half the distance between the current electrodes. I
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Figure 7. The Wenner a) and the Schlumberger b) electrode placement array. These arrays can be used to measure the apparent resistivity of the soil, which is treated as homogenous within the area of investigation. For both configurations the apparent resistivity can be written as: ρ=K



∆U , I



(1.16)



where K is the geometry-dependent factor. For the Wenner array (Figure 7.a) K can be defined as: K = 2πa , (1.17) where for the Schlumberger array (Figure 7.b): ⎛ a2 b ⎞ − ⎟⎟ . K = π ⎜⎜ ⎝ b 4⎠



(1.18)



There are several modifications of the basic configurations. The Lee modification of the Wenner array splits the voltage measurement into two parts by adding a central reference electrode. This extends the apparent resistivity to the amenability to evaluation of the parameters of the two halves under the array. The dipole-dipole array is used in resistivity/induced polarization (IP) surveys because of the low EM coupling between the current and potential circuits. In this configuration the current electrodes are placed at a specific distance, whereas the voltage electrodes are placed in line with them but at the side of the current pair. The spacing between the current electrode pair, C2-C1, is given as “a”, which is the same as the distance between the potential electrode pair P1-P2. Into this configuration factor “n” was introduced, which states the current-to-voltage electrode separation in relation to the current or voltage electrode separation “a”. For surveys with this array, the “a” spacing is initially kept fixed and the “n” factor is increased from 1 to 2 to 3 and up to about 6 in order to increase the depth of the investigation.
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Figure 8. The dipole-dipole configuration. The largest sensitivity values are located between the C2-C1 dipole pair, as well as between the P1-P2 pair. This means that this array is most sensitive to resistivity changes between the electrodes in each dipole pair. The sensitivity contour pattern is almost vertical. Thus the dipole-dipole array is very sensitive to horizontal changes in resistivity, but relatively insensitive to vertical changes in the resistivity. This means that it is good at mapping vertical structures such as dykes and cavities but relatively poor at mapping horizontal structures such as sills or sedimentary layers. The median depth of investigation of this array also depends on the “n” factor, as well as the “a” factor. In general, this array has a shallower depth of investigation compared to the Wenner array. However, for 2-D surveys, this array has better horizontal data coverage than the Wenner. One possible disadvantage of this array is the very small signal strength for large values of the “n” factor. The voltage is inversely proportional to the cube of the “n” factor. This means that for the same current, the voltage measured by the resistivity meter drops by about 200 times when “n” is increased from 1 to 6. One method of overcoming this problem is to increase the “a” spacing between the C1-C2 (and P1-P2) dipole pair to reduce the drop in potential when the overall length of the array is extended to increase the depth of the investigation. Two different arrangements for the dipole-dipole array, with the same array length but with different “a” and “n” factors, are shown in Figure 9. The signal strength of the array with the smaller “n” factor (Figure 9.b) is about 28 times stronger than the one with the larger “n” factor.



Figure 9 Two different arrangements for a dipole-dipole array measurement with the same array length but different “a” and “n” factors, resulting in very different signal strengths. 13



To use this array effectively, the resistivity meter should have a relatively high degree of sensitivity and very good noise rejection circuitry. There should also be good contact between the electrodes and the ground in the survey. With the proper field equipment and survey techniques this array has successfully been used in many areas to detect structures such as cavities, where the good horizontal resolution of this array is a major advantage. Note that the pseudo-section plotting point falls in an area with very low sensitivity values. For the dipoledipole array, the regions with the high sensitivity values are concentrated below the C1-C2 electrode pair and below the P1-P2 electrode pair. In effect, the dipole-dipole array gives minimal information about the resistivity of the region surrounding the plotting point, and the distribution of the data points in the pseudo-section plot does not reflect the sub-surface area mapped by the apparent resistivity measurements. Note that if the datum point is plotted at the point of intersection of the two 45° angle lines drawn from the centres of the two dipoles, it would be located at a depth of 2.0 units (compared with 0.96 units given by the median depth of the investigation method), where the sensitivity values are almost zero. Loke and Barker (1996) used an inversion model where the arrangement of the model blocks directly follows the arrangement of the pseudo-section plotting points. This approach gives satisfactory results for the Wenner and Wenner-Schlumberger arrays, where the pseudo-section point falls in an area with high sensitivity values. However, it is not suitable for arrays such as the dipoledipole and pole-dipole, where the pseudo-section point falls in an area with very low sensitivity values. Other modifications are half-Wenner and half-Schlumberger arrays, also known as poledipole and pole-pole configurations (Figure 10). With the half-Schlumberger array, one of the current electrodes is placed at a great distance. With the half-Wenner array one current and one voltage electrode are placed at a great distance from the traverse. They must, moreover, also be placed far away from each other. These configurations are useful for horizontal profiling for vertical structures. Data obtained in such research are more readily interpreted than data obtained with other configurations. I
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Figure 10. The half-Wenner a) and half-Schlumberger b) configuration, also known as the pole-dipole and pole-pole configuration, respectively. For profiling large areas the electrode set-up is replaced and data are then collected and stored. For depth investigation the distance between the electrodes may vary too, allowing deeper current penetration with larger spacing of the current electrodes. The electrode set-up can be replaced manually but electrodes have also been known to be pulled behind a car and the data acquired with some time-step (Figure 11). This is a much faster technique when large areas have to be inspected [Keller G. V. and Frischknecht F. C., 1966].
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Figure 11. Electrode set-up pulled behind a car. Multi-electrode arrays and data inversion



Modern electrical ground prospecting techniques have led to an increase in the spatial resolution of the survey by adding more electrodes and using advanced excitation patterns. This method is also known as geo-electrical tomography. This is an improved method of moving the electrodes in the Schlumberger or Wenner configurations. Many electrodes are positioned, usually in line, and connected to a common multi-core wire. One transmitter and one receiver are commonly used. These are connected to the electrodes by an appropriate switching box. After a series of measurements data is collected, it is processed in such a way that it provides information about the resistivity or the conductivity distribution of the formation measured.



Figure 12. A typical arrangement of electrodes for a 3-D survey. A variety of systems and software are available for imaging conductivity distribution. When software is used for data analysis, techniques are available for introducing ground topology to improve data inversion. Modern data analysis approaches have led to improved models of the earth, such its presentation in anisotropic terms [Yin C., 2000, Muiuane E. A. and Laust B., 2001, Candansayar M.E., and Basokur A.T., 2001, Panissod C. et al., 2001, Jackson P.D., et al., 2001, Yi M.-J., et al, 2001, Szalai S. and Szarka L., 2000, van der Kruk J., et. al., 2000, Vickery A.C. and Hobbs B.A., 2002, Dahlin T., 2000, Storz H., et al, 2000, Roy I. G., 1999, Mauriello P., Patella D., 1999, Olayinka A.I. and Yaramanci U., 2000]. These issues are presented in more detail in the next section, Inverse problems in geophysics.
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1.2.



The induced polarization technique.



DC equipment is frequently used in measuring the electrical properties of soil. This is a valid method for obtaining soil resistivity, although the permittivity of the soil cannot be measured by means of DC currents. It has been shown that, in general, the soil has not only resistive but also capacitive electrical components. A very popular representation of these electrical properties is the Cole-Cole equation. The Cole-Cole model is expressed as: ⎧⎪ ⎡ 1 Z ( jω ) = Z (0)⎨1 − m ⎢1 − α ⎪⎩ ⎣⎢ 1 + ( jωτ )



⎤ ⎫⎪ ⎥⎬ ⎦⎥ ⎪⎭



(1.19)



where Z(0) denotes zero-frequency impedance, m denotes limited polarizability (chargeability), τ denotes the time constant of the surface polarization and α is an exponent characterising frequency-dependence (non-integer). Data for induced polarization methods can be acquired in both the frequency and time domains. In the time domain a square current is applied between the current electrodes and voltage is observed at the voltage electrodes (Figure 13). As a result of the polarization effect, the voltage response for the square current is not square. Current applied



Io



Ep Eo



Observed voltage Ep



Figure 13. Time-domain excitation and response. The voltage response for step-function excitation can be expressed as: ⎧⎪ ⎫⎪ E (t ) ≅ E o ⎨1 − E pn e − β nt ⎬ ⎪⎩ n =1, 2,3... ⎪⎭



∑



(1.20)



where E0 is the amplitude of the voltage response in a stable state. The ratio of Ep/Eo is often no more than a few per cent. In practice the excitation pattern is usually bipolar or referred to as on+ zero on-zero. This enables the electrode polarization effect to be dealt with better (Figure 14).
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Figure 14. Typical current patterns for time domain-induced polarization. In frequency domain-induced polarization the excitation is sine-waved in shape, the response signal being in the form of a sine wave. By applying signal excitation at different frequencies a frequency response from the formation may be collected. This technique is referred to as impedance spectroscopy. There is also a modification of the frequency technique in which the excitation signal is the sum of two or more sinusoidal signals and the responding voltage has a separate demodulation unit for each signal frequency component. A variety of improvements have been made to the matching of excitation signal patterns, noise has been reduced and electrode phenomena minimized [Apparao G.S., et al, 2000, Bhattacharya B. B., et al, 1999, Weller, et al, 2000]. Electrodes for the electrical methods



By using the two-electrode configuration measurement, especially when performing DC measurements, electrode impedance can have a significant effect on the result. This is due to electrode-polarization phenomena and contact impedance. In order to minimize contact impedance phenomena four-electrode impedance measurement is widely used. Whereas polarization of the electrode in DC measurement may introduce error, in the four-electrode technique this can be avoided by using voltage non-polarizable electrodes, lead-lead chloride for instance, or stainless steel for current electrodes. Another technique is to use AC measurements. When measuring in the time domain the polarization effect can be neglected by using a current excitation of opposite amplitude. Consideration may thus be given to the use of stainless steel electrodes. 1.3.



Electromagnetic surveys



Two types of electromagnetic survey are currently practised: • Time-domain electromagnetic (TDEM) surveys, which are mainly used for depth soundings and, recently, in some metal-detector type instruments • Frequency-domain electromagnetic (FDEM) surveys, which are used predominantly for mapping lateral changes in conductivity. The EM method generally uses coils and there is no need for the probes to be in contact with the ground. Measurements can thus be made much simpler and faster than for electrical 17



methods, where it is necessary to place metal electrodes on the ground surface. Electromagnetic techniques measure the conductivity of the ground by inducing an electrical field through the use of time-varying electrical currents in transmitter coils located above the surface of the ground. These time-varying currents create magnetic fields that propagate in the earth and cause secondary electrical currents, which can be measured either while the primary field is transmitting (FDEM) or after the primary field has been switched off (TDEM). Frequency-domain (FDEM) methods are used to provide rapid and generally shallow coverage, while time-domain methods (TDEM) are more commonly used on large deep targets [Mitsuhata Y., et al, 2001]. Another modification of the EM technique is the high-frequency horizontal loop (HLEM). The basis of this is the use of a moving loop configuration:



RX Bs



Bp TX
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Figure 15. Electromagnetic methods by means of horizontal TX and RX loops. These surveys are good for kimberlite exploration and for targets beneath lakes. Land-based targets do not respond well. High-frequency HLEM can be useful when mapping structure in resistive environments and can provide information on the geometry and conductance of potential targets. Frequency-domain electromagnetics (FDEM)



In frequency-domain electromagnetic surveys the transmitting coil generates sine wave electromagnetism, the primary field, whereas the receiving coil receives a signal from the transmitting coil and from the environment, the secondary field. It is important to minimize the influence of the primary field induced in the receiving coil. At least two coils are generally necessary.
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The technique is usually used to measure lateral conductivity variations along line profiles either as single lines or grids of data. Modern systems integrate GPS with FDEM to increase the rate of the surveys. Typical results for FDEM surveys are contour maps of conductivity and 2-D geo-electrical sections showing differences in conductivity along a line profile. Changes in conductivity are often associated with differences between lithological sequences and over widely distributed ground such as faulted or mineralized zones. Time-domain electromagnetics (TDEM)



In TDEM it is possible to use one coil for transmitting and receiving signals. The excitation signal is a short – long current pulse in the coil. A short time afterwards the pulse decay of the signal is measured. The decay depends on the material properties surrounding the coil. In this type of survey it is possible to use one coil for both transmitting and receiving the data. H(t)
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Figure 16. Time-domain electromagnetic set-up. TDEM techniques produce 1-D and 2-D geo-electrical cross-sections in a similar manner to electrical cross-sections. Survey depths range from a few to hundreds of metres with high vertical and lateral resolution. The techniques do not yield a high resolution for shallow depths. In addition, the method can be applied to logging electromagnetic data in boreholes with nonmetallic casing. There is a variety of techniques for TDEM data interpretation [Lee T.J., et al, 2000].



Coil configurations:



There are several possible transmitting - receiving coil configurations. These are: • Central loop (in-loop) • Coincident loop • Fixed loop • Moving loop 19



•



Large Offset TEM (LOTEM)



Special precautions usually have to be taken to minimize the primary field from the transmitting coil. In most cases this includes special wiring of the coils or the use of a gradiometer [Sattel D., and Macnae J., 2001]. •



Central loop (in-loop). The coil set-up consists of two coils, the transmitting loop outside and the receiving loop usually placed inside the transmitting loop in a fixed position. This array is mainly used for vertical sounding applications.
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Figure 17. Central loop configuration, RX – receiving coil, TX – transmitting coil. •



Coincident loop. Two partially overlapping loops are placed in such way that the primary field from the transmitting loop is minimal in the receiving loop. The double D (DD) configuration is very popular.
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Figure 18. Coincident loops: a) functional diagram, b) DD configuration. •



Fixed loop, used for profiling and vertical sounding. One transmitting loop is at a fixed position and there is an array or moving receiving loop.
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Figure 19. Fixed loop configuration.
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Moving loop (Offset-loop). In this configuration the transmitting and receiving loops are separated. There are some configurations in which the surfaces of these loops are placed perpendicular to each other, which results in a minimal primary field being induced in the receiving loop.
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Figure 20. Moving loop configuration. •



LOTEM (Large Offset TEM). In this configuration the current is transmitted via a long dipole connected at two ends to the ground and in this way closing the loop. The receiving coil is usually placed at greater distances from the transmitting dipole-loop.
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Figure 21. LOTEM set-up. Airborne EM systems.



Airborne EM systems are used for large-zone investigations. Typically, a set of coils is mounted and carried behind a small aeroplane or helicopter. In airborne EM systems both techniques, FDEM and TDEM, are present. This method is used to investigate larger areas for spatial variation of electrical conductivity [Beard L P., 2000, Siemon, 2001].



Figure 22. A Geoterrex aircraft with the magnetometer (left) and the EM sensor (right) stowed against the rear deck-ramp of the aircraft. 21



Figure 23. Photograph of a Geoterrex aircraft in flight, deploying the magnetometer and EM sensor detectors behind it on separate cables.



Figure 24. Image of a conductivity-depth transform for one flight-line (source: http://volcanoes.usgs.gov/jwynn/7spedro.html ).



Figure 25. Another airborne EM system - FLAIRTEM Airborne slingram



A number of fixed-loop systems have been devised for use with helicopters and fixed-wing aircraft. Basically, these are extremely sensitive slingram systems in which the real and imaginary parts of the mutual coupling are measured at a single frequency, which may range from 320 to 4000 Hz. Vertical-loop arrangements are used in preference to horizontal-loop arrangements since when the ration of height to separation is large, vertical-loop configurations are more sensitive to steeply dipping conductors and less sensitive to flat lying conductors. When the vertical co-planar loop configuration is used, coils with ferromagnetic cores are placed in pods attached to either wingtip. For vertical co-axial loop arrangements, the transmitting coil is attached to brackets on the nose of the aircraft and the receiving coil is 22



placed in a boom or "stinger" extending from the tail. Vertical co-axial arrangements are used with helicopters as well as on fixed-wing aircraft; in one system installed on a small helicopter, the coils are placed at either end of a long light-weight detachable boom. In other systems the coils are placed at either end of a large bird, which is towed by the helicopter. Proper mounting of the loops is essential. Vibrations and flexing of the airframe or coil mountings cause variations in the orientation and separation of the loops in relation to one another and in relation to the aircraft, introducing noise into the system. Noise is additionally caused by vibration of the coils in the earth's magnetic field. Shock mounting of the receiver coil eliminates much of the noise contributed by this last mechanism but tends to increase the amount of low-frequency noise caused by the changing orientation of the loops. Co-planar loops are suspended somewhat below the wing tips to minimize variations in the separation of the coils as the wings flex. A change in separation of one part in a hundred thousand causes a change in the free-space mutual coupling of about 30 ppm, which is greater than the internal noise level of some of the more sensitive fixed-coil systems. For co-axial coil configurations mounted in a bird or on a boom the structure is designed and supported in such a fashion that the loops tend to remain parallel to each other during flexures of the structure. Variations in the intensity of the secondary field at the aircraft caused by the movement of control surfaces such as ailerons are sometimes a source of noise. Variations in the contact resistance between various parts of the airframe can cause changes in the eddy current flow pattern and the associated secondary field at the aircraft. Careful electrical bonding of the various portions of the airframe largely eliminates this source of noise. Low pass filters placed between the demodulators and the recorder reject most of the noise which is of high enough frequency that it cannot be confused with lower-frequency earthreturn signals. Some systems also have high pass filters to eliminate very low-frequency noise and drift such as may be caused by variation in the coil properties with temperature. Such systems are responsive only to vertical conductors and the edges of horizontal conductors. This type of response is acceptable for most prospecting but is not desirable if data are to be used in geological mapping. Because the resolution of airborne measurements is inferior to that of ground measurements, fewer reference data are needed in the interpretation of airborne surveys. In some cases, calculation of the anomaly curve for particular conductor geometry is easier for an airborne system than for a ground system. In interpreting airborne electromagnetic results, maximum use should be made of any other geological or geophysical information which may be available. Magnetic field and natural gamma radiation measurements are usually made along with electromagnetic measurements in a typical airborne survey. Massive sulphide bodies will often be somewhat magnetic, while conductors of no economic interest, such as graphitic slate or water-filled shear zones, are non-magnetic. When there is a correspondence between electromagnetic and magnetic anomaly curves, additional information about the shape of the body can be derived from the magnetic survey data. Swamps and lakes, which are likely to be conductive, are observed as lows in natural radioactivity. In many cases, the geology of the survey area may be sufficiently well known that ambiguities in interpretation may be readily resolved. The quadrature system



One of the most widely used towed-bird systems is known as the quadrature system or the dual-frequency phase shift system. In such a system, the phase shift of the electromagnetic
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field at two frequencies is observed at the receiver. The transmitting loop is a cable stretched around the aircraft between the wing tips and the tail in such a manner that the axis of the loop is nearly vertical. The loop is powered with several hundred watts at two frequencies, typically 400 and 2300 Hz. A horizontal-axis receiving coil is towed in a bird at the end of a long cable. In a typical installation in an amphibious aircraft the bird maintains a position about 130 m behind and 70 m below the aircraft. At this location, the direction of the primary field is about 25° from the axis of the coil. There is a small out-of-phase secondary field at the receiving coil due to currents induced in the aircraft. The motion of the bird in this field is a source of noise. To reduce noise from this source, an auxiliary horizontal-axis loop, powered by a current 90° out of phase with respect to the current in the main transmitter loop, is used to cancel the secondary field of the aircraft. Narrow-band circuits are used to measure and record the phase shift of the field at the receiving loop relative to the current in the transmitter loop. Except under conditions of excessive turbulence, or when there are nearby electrical storms, the noise level is less than 0.05°. At normal flying heights of 900 – 2000 m the coil configuration used with the phase shift system is sensitive to conductors of almost any shape or attitude; in comparison with vertical slingram configurations, there is lesser tendency to discriminate against horizontal sheets and to accentuate vertical sheets. Since the in-phase component of the secondary field is not measured, there is some possibility of not detecting highly conductive ore bodies which do not cause significant out-of-phase fields. In practice, the possibility of missing a large, highly conductive near-surface conductive body is slight because out-of-phase currents flow between the body and the surrounding medium and because there is usually a halo of disseminated mineralization around highly conductive zones. Gaur (1963) conducted a series of model experiments for the dual-frequency phase shift system in which the models were placed in a tank full of brine, simulating a conductive host rock and overburden. In the case of horizontal sheets, the presence of the brine environment changes the shape of the anomaly curves and increases the peak amplitude by as much as a factor of three. Similar results are observed for vertical sheets, except that there is less change in the shape of the anomaly curve. The rotating field method



Another means for obtaining adequate sensitivity in an airborne EM system using a towed bird is the use of two or more sets of loops responding differently to a conductor. The ratio of responses or the difference in response is observed and recorded. Ideally, in such a system the differences between free-space mutual couplings for each set of loops should be constant, as the bird moves relative to the aircraft. The rotating field method (Tornquist, 1958) uses two transmitting loops, which are attached to the aircraft, and two receiving loops, which are placed in a bird. One of the transmitting loops is vertical with its plane passing through the centre line of the aircraft; the second transmitter loop is orthogonal to the first and is approximately horizontal. A similar arrangement of receiving loops is towed in a bird as nearly directly behind the aircraft as is possible or is towed at the end of a short cable by a second aircraft. The inclinations of the two nominally horizontal loops are adjusted for the height of the bird so that the loops are as nearly co-planar as possible.
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For simple conditions the interpretation of results obtained with the rotary field method is not too different from the interpretation of slingram results. When the geological environment is complex and the flight lines are not normal to all of the conductors, rotary field results are very complicated inasmuch as they are essentially the combined results obtained with three different coil configurations. Other dual transmitter systems



A variety of other techniques have been proposed in which the ratio or difference between dual transmitter fields is measured. The simplest of such techniques uses two parallel transmitting coils rigidly fastened together and a similar arrangement of receiving coils placed in a bird. One coil system operates at a frequency suitable for detecting the conductive zones sought and the other operates at a very low frequency, preferably low enough that the response is slight, even for large highly conductive bodies. The two signals from the receiving coils are amplified by selective circuits, rectified and the difference recorded. When no conductive zones are present, the difference between the two signals is zero or constant, independent of movements of the bird relative to the aircraft. When a conductive zone is present, the mutual coupling between coils changes more at the high frequency than at the low frequency and an anomaly is recorded. This technique has not proved to be very useful. The weight and power requirements for a system using a very low frequency as a reference are excessive. In addition, variations in the amplitude of either of the transmitted signals or changes in the gains of either of the receiving channels cause drift or noise. Another technique (Slichter L. B., 1955) uses a set of orthogonal transmitting coils attached to the aircraft and a set of orthogonal receiving coils carried in a towed bird in such a fashion that one coil is co-planar and the other is co-axial with respect to its counterpart on the aircraft. The transmitting coils are powered with two frequencies, which differ enough to permit separation of the signals in the receiver circuitry. The amplitudes of the transmitted signals are made the same by electronic regulators. The signal from each of the coils is filtered to remove the unwanted frequency and to eliminate noise. After filtering, the signals are mixed and amplified by a common amplifier, so that the gain in each channel will be the same. After amplification the two signals are again separated, after which they are rectified and the difference recorded. In free space this difference will be zero, despite changes in coil separation. Rotation of the bird about one of its axes causes an error signal, which varies as the cosine of the angle. These error signals may be detected by means of a third receiving coil, orthogonal to the other two, amplified and recorded. The error signal may also be used to actuate a servo-mechanism which rotates the transmitting coils to help compensate for misalignment between the transmitting and receiving coils as the bird moves about relative to the aircraft. As in the rotating field method, conductors are detected because they generate unequal changes in the mutual coupling in the two coil systems. Vertical co-planar and vertical co-axial coil configurations are preferred in this method, although the horizontal coplanar arrangement could also be used for one of the coil pairs. By using a third set of coils parallel to one of the other sets but operating at a substantially different frequency, a second difference signal can be obtained. A comparison of the amplitudes of the two signals provides an indication of the conductivity in a conductive zone. One such system, which has been used extensively (Pemberton, 1961), employs a combination of coils and frequencies such that three differences and one error signal are recorded.
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The response of a difference system may be calculated by taking the differences between the responses for each coil configuration separately. There is no coupling between the various coil configurations, such as can occur in the rotary field method. The results obtained with this method are likely to be more complicated than those obtained with a slingram system but they are less complicated than the results obtained with the rotary field method. Transient response systems



Fundamentally, the problem in achieving adequate sensitivity in an airborne electromagnetic system is that of detecting very small secondary fields from the earth in the presence of a large primary field. This problem may be avoided by using a pulsed primary field and by measuring the transient secondary field from the earth while the primary field is zero. To be practical an airborne transient system must use a repetitive primary field, so that the recorded parameters will be essentially continuous. While one serious problem in making airborne measurements is eliminated by using transient response measurements, other problems become more acute and new problems arise. In most cases only a small part of the energy in the secondary field remains after the end of the energizing pulse. As a result, a more intense primary field must be used in a transient method than in a continuous-wave method in order to measure a secondary response of the same magnitude. It is more difficult to design circuitry for transient signals than for sinusoidal signals. Inasmuch as many of the circuit elements must have a wide band pass, there is greater difficulty in rejecting atmospheric and other noise. The only airborne transient system which has been reported to date is the INPUT system (Barringer, 1963), which uses a half-sine wave primary pulse with alternating polarity. A large horizontal transmitting loop is stretched around the aircraft. A vertical receiving coil with its axis aligned with the flight direction is towed in a bird at the end of a long cable. The primary purpose for using a long cable is to remove the receiving coil as far as possible from secondary fields induced in the aircraft. The signal seen by the receiving coil is blocked from the amplifiers during the primary pulse. During the interval between pulses the received signal is amplified and fed to a series of electronic gates, which sample the signal at four different times. The signal from each gate consists of a series of pulses with constant width and with an amplitude which is a function of the amplitude of the secondary field during the time the gate was open. These pulse series are integrated using circuits with appropriate time constants and recorded on four separate channels. The delay of the gate for the first channel is selected so that this channel will be responsive to poor conductors, including conductive overburden. Delays in the other channels are successively longer, so that channel four is sensitive only to conductors with a large value for the response parameter. A comparison of the anomalies recorded on the fourth channel serves to indicate the conductivity of the body in the same way that a comparison of measurements made at several frequencies with continuous-wave methods does. Because the coil configurations are much the same, the shapes of the anomaly curves obtained with the INPUT system are similar to the shapes of the anomaly curves observed with the dual frequency phase shift system. To the extent that the shape of the anomaly curve is independent of frequency, model experiments in which the coil configuration is simulated and in which continuous waves are used can be employed to obtain the shapes for INPUT anomaly curves. The exact shape and amplitude of INPUT anomalies can be determined from
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model experiments in which airborne circuitry is simulated or by calculation from the continuous-wave response as discussed in previous sections. The AFMAG system



Instrumentation for the AFMAG method can be adapted to airborne measurements. Two orthogonal receiving coils of equal sensitivity are towed in a bird behind a fixed-wing aircraft or helicopter. The length of the tow cable is determined by the magnitude of the secondary fields induced in the airframe and the electrical noise generated by the aircraft. The coils are suspended so that their axes are at 45° from the horizontal and aligned with the flight direction. The signals from the two coils are compared in such a fashion that the output is approximately proportional to the tilt angle (Ward, 1959). As with a ground system, measurements are made at two frequencies. In addition, a continuous record of the signal strength at each frequency is made to help evaluate the quality of the data. In some airborne systems the phase difference is measured between signals from the two coils. Inasmuch as it is not possible to determine the mean azimuth of the field and then measure the tilt angle in that direction, as is done in making ground surveys, flight lines are laid out perpendicular to the regional strike. As pointed out in the discussion on ground AFMAG surveys, the natural field tends to become aligned perpendicular to the regional strike. The field strength must be somewhat higher for airborne measurements, so in many parts of the world AFMAG methods can be used only rarely. For large targets the AFMAG method provides a greater depth of penetration than any of the other airborne electromagnetic methods.



The semi-airborne EM technique



In this technique a large fixed transmitting loop is laid on the ground while a small aeroplane or helicopter carries the detector system.
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Figure 26. A semi-airborne EM survey. The concept of semi-airborne systems has been put forward in the literature:
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The TURAIR system is operated in the frequency domain and uses two spatially displaced receivers to define an amplitude ratio and phase difference (Bosschart, Siegel, 1972; Becker, 1979; Seigel, 1979) FLAIRTEM is a time-domain system with data stacking and windowing (Elliott, 1997, 1998) The GEOTEM airborne EM system (Annan et al, 1996)



The useful frequency range for induction methods is about 100 Hz to 100 kHz. This range is determined by strong attenuation of the time-varying EM waves in the conductive soil structure. The measure of the attenuation is skin depth δ, which is defined as the distance in which the amplitude of a plane EM wave decays to e-1 ≈ 0.37 of its initial value: δ =
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where ω = 2πf is the angular frequency of the plane EM wave and µ = 4π 10 −7 [ H / m] was used in the approximate formula. Table 1: Approximate skin depth δ [m] for materials of different conductivity for different frequencies 0.1 0.2 0.5 1 2 5 10 F[Hz]\ρ[Ω m] 100 15.92 22.51 35.59 50.33 71.18 112.54 159.16 200 11.25 15.92 25.17 35.59 50.33 79.58 112.54 500 7.12 10.07 15.92 22.51 31.83 50.33 71.18 1000 5.03 7.12 11.25 15.92 22.51 35.59 50.33 2000 3.56 5.03 7.96 11.25 15.92 25.17 35.59 5000 2.25 3.18 5.03 7.12 10.07 15.92 22.51 10000 1.59 2.25 3.56 5.03 7.12 11.25 15.92 20000 1.13 1.59 2.52 3.56 5.03 7.96 11.25 50000 0.71 1.01 1.59 2.25 3.18 5.03 7.12 100000 0.50 0.71 1.13 1.59 2.25 3.56 5.03 Induction logging



Induction logging is a technique for EM surveys in a borehole. When a borehole is drilled, oil is often used for lubrication. Lubricating oil generates oil-based muds, which are insulators and prevent the flow of DC electrical current from the electrodes to the formation. In the induction the EM set-up is inserted into the borehole. Currents are induced in the formation using a transmitting coil. An array of the receiving coil measures the magnetic field from the transmitter and the secondary currents induced in components of the formation. If the formation is symmetrical around the borehole axis, the current flows around the borehole in circular loops. When measurements are performed at different frequencies and for different separations between transmitter and receiver, data can be converted into a 2-D image of the electrical conductivity near the borehole. An assumption has to be made of the symmetry of the formation around the borehole axis.
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Figure 27. EM borehole logging. The forward problem for the EM sounding was used following the digital linear filter approach to computing the resistivity sounding curves. Filter sets for computing EM sounding curves have been designed for various dipole-dipole configurations. The expression for the mutual impedance ratio for the horizontal co-planar coil system can be written as: ∞



Z = 1 − r 3 ∫ λ2 R (λ )J 0 (λ )dλ Z0 0



(1.22)



where r is the distance between the transmitter and the receiver, J0 is the Bessel function of zero order and the complex EM function is denoted by R(λ) or R3,N (λ). This can be computed using the following relationship for a given frequency: Ri −1, N =
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with R N , N (λ ) = 0, Vi = λ
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vi = iωµ 0σ i , Vi ,k =
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where f denotes the frequency of excitation [Hz], N denotes the number of layers, µo denotes the magnetic permeability of free space (4πx10-7 H/m), σi denotes the electrical conductivity of the ith layer (S/m) and hi denotes the thickness of the ith layer ([m]). Equation (1.22), with a change in the variables x = ln(r ) and y = ln(1 / λ ) , can be rewritten for computation as: ∞
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Z = 1 − r 3 ∫ {e − 2 y R( y )}{e x − y J 0 e x − y }dy Z0 −∞



(1.29)



Note that the integral (1.29) is a convolution integral with the input in the first, and the filter function in the second bracket. The ratio of mutual impedances can easily be computed with the help of the filter coefficients developed by Koefoed et al, (1972). In the following the phase ϕ of the mutual impedance obtained from ⎛ Im(Z / Z 0 ) ⎞ ⎟, ⎟ ⎝ Re( Z / Z 0 ) ⎠



ϕ = arctan⎜⎜



(1.30)



is considered as a representation of the EM response. EM Diffraction



In some cases it can be useful to measure electromagnetic field diffraction since some problems can be solved analytically [Weidelt P., 2000]. High-frequency EM methods



For high-frequency EM waves the dielectric properties of the formation become important. For frequencies higher than 1 MHz an electromagnetic wave propagates as a strongly attenuated one. Skin depth for 1 Ωm formation at 1MHz is about 0.5 m. High-frequency electromagnetic methods use a transmitter and receiver, where the measured value is usually the traveltime of the EM wave emitted, which is reflected from buried objects or layer borders. The technique known as ground penetrating radar (GPR) involves the collection of data from surface or borehole radar, when the survey is performed in the borehole. These techniques yield a high resolution but, in accordance with the nature of high-frequency EM waves in the soil, only allow rather shallow environmental studies. The frequency range that can be used varies from 1 MHz to several GHz [Lazaro-Mancilla O. and Gomez-Trevino E., 2000, AlNuaimy W., et al, 2000]. Radio Wave Methods



The electromagnetic waves transmitted from radio broadcast stations may be used as an energy source in determining the electrical properties of the earth. The use of radio-frequency electromagnetic fields can be considered an essentially different method from the inductive methods discussed in the preceding chapter, inasmuch as the instrumental methods used are very different.
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The frequencies used in radio-wave transmission are generally much higher than those used in the inductive methods. If existing radio transmission stations are used as a signal source, only limited ranges in frequency are available. Standard MW broadcast stations cover the frequency range from 540 to 1640 kHz (in the USA). A great many commercial and amateur stations (SW) have broadcast frequencies from 1640 kHz to 30 MHz and above, but for the most part, transmissions are intermittent and many of these stations cannot be considered a reliable source. There are also a few stations operating in the frequency range from 100 to 540 kHz (LW), and a very few stations broadcasting in the range 10 to 100 kHz (VLF). Considering that the depth to which radio waves can penetrate into a conductive material such as the earth is very limited, it is usually preferable that measurements be made at as low a frequency as is possible. For the frequencies used by the standard broadcast stations, the skin depth (the depth at which the signal strength is reduced by the ratio 1/e) ranges from tens of metres in normally conductive rock to hundreds of metres in resistive rock. For this reason, radio-wave measurements using standard broadcast stations as an energy source are best used for studying the electrical properties of the soil cover and overburden and, in areas where the soil is reasonably thin, the bedrock geology. The transmitting antenna normally used in radio stations consists of a vertical wire supplied with an oscillatory current, so that the antenna can be treated as a current dipole source. The propagation from a transmitter to a receiver location can take place along a multiplicity of paths. The various paths which may be followed are: 1. A direct line-of-sight path from the transmitter to the receiver; 2. A path in which the ray is reflected from the surface of the earth; 3. A path (or many paths) in which the ray is reflected from the lower surface of the ionosphere; 4. A path in which energy is continually re-radiated by currents induced in the ground (the surface wave). Paths which may be followed by a radio wave in travelling from a transmitting antenna to a receiving antenna include direct transmission, reflection from the earth and ionosphere, and a surface wave. In addition, energy may follow reflected ray paths from irregularities on the earth's surface, such as mountains. The electrical properties of the earth may be computed from the rate at which the amplitude of the ground wave decreases with distance from the transmitting antenna, but it must be distinguished from the other varieties of wave which may arrive at the receiver. If both the transmitting antenna and the receiving antenna are close to the surface of the earth (with antenna heights of less than 5 % of the antenna separation), the wave reflected from the earth's surface almost exactly cancels the direct arriving wave, since the travel distances along the two paths are almost equal, and since the phase of the reflected wave is inverted with respect to the phase of the direct-arriving wave as a result of the reflection. This means that the total signal strength will consist only of the ground wave and ionosphere reflections. Ordinarily, the ionosphere-reflected waves are important only at distances greater than several tens of kilometres from the transmitter. Therefore, at distances of about 15 or 40 km, the only signal observed at the earth's surface is the ground wave. It would be possible to conduct a depth sounding using radio-wave field-strength profiles for a variety of frequencies but such a technique is not used in practice for several reasons:
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1. Instrumentally, it is difficult to transmit the range of frequencies required. Each frequency requires a different antenna length to obtain good radiation efficiency. Also, permission must be obtained for each frequency used, unless very low radiation power is used. Such permission cannot be obtained readily for a range of frequencies covering several decades, as is desirable if a sounding is to be made. 2. In order to determine a value for the effective resistivity with reasonable certainty, it is necessary to make field strength measurements over a range of distances corresponding to ten wavelengths at the lowest frequency used. In practice, this might be a distance of 10 km. In so doing, the layering must be assumed to be uniform over such a lateral distance, and this is rarely the case for the depths to which radio waves normally penetrate. 3. It is usually easier to determine the resistivity as a function of depth using the galvanic method at the depths normally reached by radio waves. The calculation of earth resistivity from radio-wave decay rates is not as accurate as determinations made by other methods, nor is it as convenient, unless an existing transmitter can be used as a power source. The advantage of the method is that the effective resistivity is determined over a relatively large area. It has often been suggested in the literature that local variations in radio-wave field intensity which occur within a distance of a few metres or tens of metres may be used to locate locally conductive areas, such as fault traces or shallow ore bodies. The intensity of the radio-wave field will normally tend to decrease less rapidly than normal over a small conductive area, and may actually increase locally. Frequently, there may be a zone of anomalously low intensity on the side of the conductive zone away from the transmitter. Local variations in field strength may be studied, using a distant radio station as a source, providing that some corrections may be made for variations in the level of power transmitted. Broadcast stations normally have a power variation of between 10 and 20 %, though this averages out if the signal level is observed and averaged over a period of several minutes. It is also desirable to measure radio wave intensities from several stations operating at about the same frequency but for which the signals arrive in the survey area from different directions. The anomaly in field strength may commonly depend on the orientation of the conductive zone relative to the direction of transmission of the radio waves. The certainty of detecting a conductive zone is increased when radio waves arriving from several directions are observed. The use of a distant transmitter to detect the presence of conductive zones is attractive in that a survey may be conducted rapidly. However, precautions are necessary to discriminate between local anomalies in field intensity caused by conductive zones in the earth, and the anomalies associated with such things as pipes and fences. The VLF method



The very low frequency (VLF) technique relies on several electromagnetic wave transmitters located at various places on the earth’s surface. The electromagnetic wave frequency range is between 3 and 30 kHz. As transmitted, the EM waves spread throughout the earth and the interaction between them and conducting planes in the earth can be measured. VLF EM waves interacting with buried conductors generate a secondary field. This field can be measured at and above the ground surface.
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Low-frequency EM waves have deep a penetration range into the ground and the sea. This is a useful military aspect of VLF, as they are used for submarine communication. Furthermore, the range of these waves is global, which makes it possible to use them in, for example, geophysics. The VLF method is inexpensive, very fast, and well suited to hard-rock prospecting. Porous unconsolidated media such as sand are not suitable for this method. However, it enables very large metal objects buried in the ground to be sought. Conductive media like wet clays effectively mask anything lying beneath them. VLF EM data are usually presented as profile or contour maps. The VLF method is seldom used alone. Instead, it tends to be used in parallel with, for instance, DC resistivity techniques. The VLF-R technique is a modification of VLF data interpretation with the aim of providing resistivity profiling. A list of worldwide VLF stations compiled by William Hepburn LWCA can be found at the following address: http://www.iprimus.ca/~hepburnw/dx/time-vlf.htm. 1.4.



Magnetic techniques



Magnetic techniques measure the remnant magnetic field associated with a material or the change in the Earth’s magnetic field associated with a geological structure or man-made object. They have been used for regional surveys since the early twentieth century in the hydrocarbon industry and for longer in mineral prospecting. Groundwater studies have been of little noticeable use. The measurements of the magnetic field are performed mainly in proton magnetometers. These devices can be hand-held for local magnetic field investigation and airborne for larger area investigations. It is possible to measure a magnetic field in the sea by means of a waterproof measuring coil. The results of magnetic surveys are usually presented as line profiles or magnetic anomaly maps. Proton magnetometry is a technique of precise measurement of the value of the Earth’s magnetic field. The Earth’s magnetic field is a vector dependent on the position of a site on the Earth’s surface. A proton magnetometer makes use of the phenomenon by which protons from atoms in earth components display precession in the constant magnetic field. The frequency of the precession depends on the external magnetic field. If we can measure the frequency of precession, it is possible to specify the magnetic field. The accuracy of the method is about 0.1 nT. The magnetic field of the earth varies from 49000 nT to 70000 nT. This method is useful for the investigation of mineral resources like ferrum, oil and hidden objects. The magnetotelluric resistivity method



Electrical currents induced in rocks by fluctuations in the Earth's magnetic field may be used to measure resistivity. If the time variations in the magnetic field can be treated as a magnetic component of a plane electromagnetic wave, a simple relationship can be shown to exist between the amplitude of the magnetic field changes, the voltage gradients induced in the earth and the resistivity of the earth.
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The depth to which an electromagnetic wave penetrates in a conductor depends both on the frequency and on the resistivity of the conductor. Therefore, resistivity may be computed as a function of depth within the earth, if the amplitudes of the magnetic and electrical field changes can be measured at several frequencies. The advantages of the method are: • The feasibility of detecting resistivity beneath a highly resistant bed, which is difficult in the galvanic method. • The opportunity to study resistivities to great depths within the earth. The disadvantage is: • The instrumental difficulty encountered in trying to measure the amplitude of small rapid changes in the magnetic field. The magnetotelluric field



The unit of measurement for the electric field is the [V/m]. In practice, the multiple unit [mV/km] is commonly used, since the electrical component of the magnetotelluric field is measured with a pair of electrodes with spacing of the order of a kilometre and the voltages recorded over such a separation are in tens or hundreds of millivolts. The millivolt per kilometre is identical with [µV/m], a unit which is commonly used in radio-wave fieldintensity measurements. Magnetic field intensity is defined as the force exerted on a magnetic pole of unit strength by a magnetic field. It is usually represented by the symbol F when the Earth's field is under consideration. In the CGS system of units, which is almost invariably used by geophysicists, the unit of intensity is the oersted. The intensity of the earth's magnetic field, except for areas of anomalous local magnetization, ranges from about 0.25 to 0.70 oersted. For describing small changes in the Earth's magnetic field, geophysicists have defined the gamma, which is 10-s oersted. In the MKS system of units, intensity is measured in [N/Wb]. Experiments by Biot and Savart (1820) have led to the realization that the magnetic field about a long and straight wire with current flowing through it is proportional to the amount of current and inversely proportional to the distance from the wire. In MKS units, the relationship is: F =



I 2πa



(1.31)



where a is the distance from the wire at which the magnetic field is measured. This relationship between magnetic field strength and current permits the definition of another MKS unit of intensity, the ampere per metre. One ampere of current flowing through a long straight wire will generate a magnetic field intensity of one ampere per metre at a distance of one metre from the wire. The ampere per metre is more widely used than the newton per weber, but the quantity measured is numerically the same, whichever name is used for the unit. The newton per weber (or ampere per metre) is a much smaller unit than the oersted: 1 [N/Wb] = 1 [A/m] = 4π x 10-3 oersted, or 1 oersted = 79.7 [N/Wb] = 79.7 [A/m].
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Magnetic induction is a measure of the force exerted on a moving charge by a magnetic field, whereas magnetic intensity is a measure of the force exerted on a magnetic pole by a magnetic field, whether the pole is moving or not. Magnetic induction is related to magnetic intensity as: B = µF



(1.32)



where µ is the magnetic permeability of the space in which the induction is being measured. Usually no distinction is made between magnetic induction and magnetic intensity when they are measured in CGS units because the permeability of most rocks is unity, or nearly so, when so measured. Therefore, the two quantities, intensity and induction, are numerically equal. In the MKS system of units care must be taken to distinguish between the two quantities, since permeability, µ, has the value 12.56 x 10-7, or very nearly so, for most rocks. The quantity which is measured in practice depends on the type of magnetometer used. Some magnetometers measure the force on a magnetic pole by balancing this force against a gravitational force; such magnetometers measure the magnetic intensity ([N/Wb]). Other magnetometers operate on the principle that time variations in the magnetic induction induce voltage in a coil. The MKS unit of magnetic induction is defined in terms of Ampere's Law: F = ρ v× B



(1.33)



where F is the force felt by a charge v moving with a velocity q in a field of magnetic induction strength B. If the charge is measured in coulombs, the force in newtons and the velocity in metres per second, the unit for magnetic induction is the [Wb/m2]. In the CGS system (dynes for force, statcoulombs for charge and centimetres per second for velocity) the unit for induction strength is the gauss. The weber per square metre is a much larger quantity than the gauss: 1 weber/m2 = 10,000 gauss. The ranges for each of these units which may be used in describing the Earth's magnetic field are as follows: CGS system magnetic induction in gauss magnetic intensity in oersteds magnetic intensity in gammas



0.25 to 0.70 0.25 to 0.70 25,000 to 70,000



MKS system magnetic induction in webers/m magnetic intensity in newtons/weber



0.000025 to 0.000070 20 to 56



Instrumentation used in measuring the magnetotelluric field



Determination of earth resistivity using the magnetotelluric field as a source of power requires that wave impedances be measured over a frequency spectrum several decades in width. In designing field equipment it is necessary to know what frequency intervals must be observed.
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It is a fairly simple matter to measure the electrical field in the earth with the necessary precision. The commonest technique uses three electrodes, or ground contacts, in the form of an L, with the lengths of the arms ranging from several tenths of a kilometre to several kilometres. If measurements are being made over resistant rock, such as igneous or metamorphic rocks, the electrical field strengths will be large and the shorter electrode separations will be adequate. If measurements are being made over very conductive rock, electrode separations of several kilometres may be required to obtain a large enough voltage to measure accurately. With the L-spread, the corner electrode is used as a common ground for two recording channels (Figure 28). It is essential that no current flows through the recording system since if it does, current from one arm of the L-spread may return to the ground through the other arm of the L-spread. When this happens, a voltage appearing along one arm of the spread will also be recorded, but with reduced amplitude, on the recording channel connected to the other arm of the spread. This cross-sensitivity leads to errors in relating the proper component of electrical field variation with the component of magnetic field variation measured at the same time. If the recording system in use has a relatively low resistance, a four-terminal cross array of electrodes, such as that shown in (Figure 29), should be used. With a four-terminal system, neither recording circuit has a common ground. Almost any type of electrode may be used to make contact with the ground if variations only with periods shorter than hundreds of seconds are to be measured. A lead plate buried in a shallow trench and moistened with salt water is a good simple electrode.



Figure 28. L-spread configuration.



Figure 29. Four-electrode realization of the spread configuration. However, if variations with periods ranging up to a day are to be measured, some precautions should be taken to avoid variations in electrode potential due to temperature changes.
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Electrode potential, which is the potential drop between an electrode and the electrolyte in contact with it, depends on temperature. If both electrodes used in measuring an earth voltage are identical in behaviour, and if both electrodes vary in temperature in the same way, the changes in electrode potential at each electrode will cancel out. In practice, it is unreasonable to expect, when the electrodes are widely spaced, that they will both be subjected to the same changes in temperature, unless some provision is made to ensure that this is so. This may be done by burying the electrodes several metres in the ground, so that diurnal temperature changes, changes in temperature caused by variation in cloud cover, wind velocity and similar factors will not penetrate to the electrode. If measurements are to be made as soon as the electrodes are emplaced, there is some advantage in using non-polarizing electrodes, electrodes which consist of a metal immersed in a saturated solution of one of its salts. Combinations commonly used are copper electrodes in solutions of copper sulphate and zinc electrodes in solutions of zinc sulphate. In view of the small changes in voltage which are to be measured, some form of amplification is required. This may be accomplished with a direct-current amplifier, in view of the low frequencies being measured. It is important that the short-term drift of the amplifier be considerably smaller than the voltage variations to be measured in order for the drift not to be confused with true voltage variations. Long-term drift is not a problem unless variations are to be recorded over a long period. Voltage amplification ratios up to 3,000 may be readily obtained using chopper-stabilized amplifiers to avoid drift problems. In such amplifiers the low-frequency voltages appearing at the input are converted to higher-frequency voltages using either a mechanical or an electronic alternator (a device that alternates the polarity of the input at rates ranging from 60 to 400 times per second). Amplification is then accomplished in the same manner as in AC amplifiers and the output is converted back to DC (or low frequency) using an alternator operating synchronously with the input alternator. Such amplifiers may be used for frequencies up to several cycles per second. At higher frequencies, conventional AC amplifiers may be used, since the short-term drift at these higher frequencies is not usually a problem. The voltages from the electrode arrays may be filtered before amplification in some cases. The extent of the filtering carried out before the data are recorded depends on the type of data analysis which is planned. If data are recorded on magnetic tape, generally as little filtering as possible is done, since it may be performed more effectively when the tapes are replayed at an analysis centre. If data are recorded on paper, it is usually necessary to record only a narrow band of frequencies on a single record. If broad-band signals are recorded, usually only a single frequency, or perhaps just a few are readily apparent since they are far larger than signals on other frequency bands. In order to see variations in the magnetotelluric field on frequency bands outside the dominant frequencies, it is necessary to exclude these dominant frequencies with filters. In addition to filtering, it is usually necessary to remove a static self-potential level which ordinarily exists between a widely spaced pair of electrodes. The static potential difference between a pair of electrodes spaced at one kilometre apart is ordinarily of the order of some hundreds of millivolts. This level must be removed before the voltage between the electrodes can be amplified, if the static level is to exceed the dynamic range of the amplifier and recording system. The static potential may be cancelled with a potentiometric circuit, or rejected with a capacitive input to the recorder system. If a capacitive input system is used, the time constant must be much longer than the longest period to be recorded.
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The measurement of magnetic field micropulsations is considerably more difficult than the measurement of electrical field oscillations and only in recent years has equipment become available which makes it possible to detect such micropulsations of normal amplitude. Magnetometers have been constructed using a wide variety of physical phenomena for detecting magnetic field changes but only four have been used extensively up to the present time in studying the magnetotelluric field. These are the magnetic balance, the flux-gate magnetometer, the induction coil and the optical pumping magnetometer. The last is the most sensitive for long-term magnetic field variations. Of the four methods mentioned for measuring magnetic field, the magnetic balance is the oldest and the simplest. A bar magnet is suspended in such a way that torque due to the magnetic field is balanced against gravity. Magnetic balances are commonly sensitive enough to provide record deflections of one millimetre for magnetic field changes of 2.50 gammas. The chief advantage of a magnetic balance is its simplicity. Disadvantages include its sensitivity to temperature changes, seismic accelerations and lack of sensitivity to short-term variations in the magnetic field. The sensitivity to temperature arises from changes in the magnetic moment and the position of the centre of gravity, although these can be compensated for to a large extent. The sensitivity to seismic accelerations comes about since the value of g is apparently changed when seismic accelerations are added to the normal gravitational acceleration. The long period is a result of the small forces being balanced, as well as the large mass of the magnet system. The natural period of sensitive magnetic balances is of the order of several hundred seconds, so only magnetic variations with periods longer than this can be measured. In the flux-gate magnetometer the fact that the magnetic permeability of a ferromagnetic material depends on the magnetic field strength is used in measuring the latter. The maximum sensitivity which may be obtained with a flux-gate magnetometer depends on noise generated within the core material and in the associated electronic circuits. Noise can, with careful design, be reduced to about 0-02 gammas or less. The advantages of flux-gate magnetometers for magnetotelluric measurements are that they measure only that component of the field parallel with the core and that they are readily available and reliable. The disadvantages are the high noise level, as compared with some other types, and long-term drifts in the DC bias current and electronic circuitry. Induction magnetometers differ from the other three types used in measuring magnetotelluric field variations in that they measure the rate of change of field strength, rather than the field itself. As long as the coil can be assumed to have negligible resistance, inductance and capacitance, the EMF induced in a coil of wire is proportional to the oscillation frequency of the magnetic field. For the low-field strengths and low frequencies which are of interest in magnetotelluric measurements, a very large number of turns must be used to provide a measurable voltage output from a coil. The sensitivity of an induction coil may be increased or its resistance decreased by winding the coil onto a core of high-permeability material. The principle advantage of the induction coil is its high output at high frequencies. The principal disadvantages are the low output at low frequencies, the sensitivity to coil movement (seismic disturbances), and the difficulty of obtaining a precise calibration. Optical pumping magnetometers are the newest type of sensitive magnetometer to become available and provide the best means for measuring long-period variations in magnetic field strength. Optical pumping magnetometers take advantage of a rather complicated internal
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transfer phenomenon in atoms which depends on the ambient magnetic field strength. Optical pumping magnetometers have great advantages over other types of magnetometers in that the measurement of field strength is absolute and not subject to the many uncertainties of maintaining calibration that other types of magnetometers are subjected to. Optical pumping magnetometers may be used to measure long-term field changes without concern for drift problems. One major disadvantage is the complexity and cost of the equipment required to obtain an accurate measurement. Telluric Current Methods



The magnetotelluric method for measuring earth resistivity is very demanding in the measurements required, those of magnetic field variations with amplitudes as small as a hundredth of a gamma. The telluric method for studying changes in earth resistivity utilizes the same natural magnetotelluric field as a source of power but requires only that the electrical field component of the field be measured simultaneously at several locations. In this way the need to measure small changes in magnetic field strength is avoided but in simplifying the measurement technique the possibility of determining earth resistivities in absolute terms is also surrendered. The telluric method may be used to study ratios of resistivities between locations, but cannot be used to determine the absolute value of resistivity at any one location without auxiliary information. The telluric method can logically be thought of as a special application of the more general magnetotelluric method. In fact, however, the telluric method was developed prior to the development of the theory for the magnetotelluric method. The telluric method was first applied in exploration geophysics during the 1930s by Conrad and Marcel Schlumberger and has been used extensively in Europe and Africa, particularly since 1946. Between the years 1941 and 1955, 565 crew months of effort were devoted to telluric current surveys by the Compagnie Generale de Geophysique of Paris, France (d'Erceville and Kunetz, 1962). The telluric current method was first used in routine exploration in the U.S.S.R. in 1954 and by 1959 its use had extended to the point where 24 exploration teams were in the field, covering an area of 120,000 km2 per year (Birdichevskiy, 1960). Use of the method in the United States has been limited to the 23 crew months of work reported by the Compagnie Generale de Geophysique to have been carried out there. This reflects the fact that the telluric method is primarily a reconnaissance method, used to best effect in areas where the geology is poorly known. 1.5. Multi-modal techniques



Modern geophysical techniques have led to improved data analysis by bringing together different technologies. The introduction of more information about formation structure into data visualization has resulted in better data reconstruction [e.g. Sharma S. P. and Kaikkonen P., 1999, Xiang J., et al, 2002]. More details on this subject are given in the following section.
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2. Inverse problems in geophysics 2.1. Introduction



This brief outline indicates only some of the issues in the theory of inverse problems in geophysics. More convenient and detailed descriptions of the application of the inverse theory in geophysics can be found in many publications, including Snieder R., 1998, Engl H., 1992, Groetsch C. W., 1998 and Snieder R and J Trampert, 1999. Inverse problems are not only encountered in geophysics and a few examples are given here of inverse problems in other applications: 1. Medicine; • computed tomography (CT), • magnetic resonance imaging (MRI), • single photon emission tomography (SPECT), • positron emission tomography (PET), 2. Curve fitting, 3. Determination of earthquake location, 4. Image enhancement, 5. Impedance tomography, 6. Lithosphere response to loading, 7. Pump test analysis in hydrogeology, 8. Factor analysis in geology, 9. Geomagnetism, 10. Density distribution within the Earth, 11. Temperature distribution within Earth, 12. Radioactive elements distribution within Earth. The above list of inverse problems is, of course, not complete. Only in geophysics may other inverse problems be considered, such as electromagnetic wave propagation through the earth and current or fluid flow in porous rocks or in soil. The earth (soil) may be described in terms of its physical property distributions (Engl H., 1992). In turn, these properties are very often measured and then analysed. To achieve this specially constructed experiments are conducted. For example, measurement of DC resistivity is performed using different electrode arrays. As a result, sets of data are obtained. As they are obtained from measurement, they are referred to as experimental or sometimes observational data. Data having been collected, there is the means of modelling them in conjunction with the corresponding properties of the earth. Thus the relationship between the properties of the model studied and the experimental data can be understood. The way the model is constructed is, therefore, an essential step in the whole process of calculating the distribution of properties on the basis of experimental data. The process of modelling the relationship between observed data and properties is known as the Forward Problem, in contrast to the opposite one, in which the properties are drawn from the data and known as the Inverse Problem. A classical forward problem is to find a unique effect of a given cause by using an appropriate physical model. An important aspect of the physical sciences is to make inferences about physical parameters from data (Snieder R. and J. Trampert, 1999). In general, the laws of physics provide the means for computing the data values, given a model. These problems are usually well-posed, which means that they have a unique solution, which is insensitive to small changes in data. An inverse problem is a set of consecutive steps (algorithms) leading to the discovery of the cause of a given effect (Groetsh C. W., 1993). Inverse problems do not necessarily have a unique and stable solution, which 40



means that small variations in the data can involve large changes in the parameters obtained. This is why the inverse problems are often considered to be ill-posed. There are many methods of solving inverse problems. These can be categorised as “statistical” or “deterministic”. If the model being determined consists of fewer parameters than the number of data, then the inverse problem is said to be “over-determined”. It can be solved using techniques and methods which lead to a best fit of data. In the opposite situation, when the number of parameters estimated is greater than the data, the inverse problem is described as “under-determined”. In this case the number of solutions, in other words the number of models that are in agreement with the measured data, is infinite. However, it is possible to use methods originally developed for over-determined problems in underdetermined ones in order to obtain so called “smooth” models from “under-determined” data. When the number of model parameters corresponds to a small number of data the problem is said to be “evenly determined”. In the ideal case, an exact theory exists that prescribes how the data should be transformed in order to reproduce the model (Snieder R and J Trampert, 1999). This is the case for some selected examples, assuming the required infinite and noise-free data sets to be available. However, they are of limited applicability for a number of reasons. Firstly, the exact inversion techniques are usually only applicable for idealistic situations that may not hold in practice. Secondly, the exact inversion techniques are often very unstable. However, the third reason is the most fundamental. In many inverse problems the model to be determined is a continuous function of the space variables. This means that the model has infinitely many degrees of freedom, while in a realistic experiment the quantity of data that can be used for the determination of the model is usually finite. A simple count of variables shows that the data cannot carry sufficient information to determine the model uniquely. This issue is also relevant for non-linear inverse problems. The fact that in realistic experiments a finite quantity of data is available to reconstruct a model with infinitely many degrees of freedom necessarily means that the inverse problem is not unique, in the sense that there are many models that explain the data equally well. The model obtained from the inversion of the data is therefore not necessarily equal to the true model that one seeks. This implies that for realistic problems, inversion really consists of two steps (Figure 30).



Figure 30. The inverse problem viewed as a combination of an estimation problem plus an appraisal problem (source: Snieder R. and J Trampert, 1999, Inverse problems in
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geophysics [in] “Wavefield inversion”, ed. A. Wirgin, Springer Verlag, New York, pp. 119-190) The true model is denoted by m and the data by d. From the data d one reconstructs an ~ ; this is called the estimation problem. Apart from estimating a model m ~ estimated model m ~ and the true model that is consistent with the data, the relation between the estimated model m m also needs to be investigated. In the appraisal problem the properties of the true model recovered by the estimated model are determined as well as the errors attached to it. The essence of this discussion is that inversion = estimation + appraisal. It does not make much sense to make a physical interpretation of a model without acknowledging the fact of errors and limited resolution in the model (Snieder). In general there are two reasons why the estimated model differs from the true model. The first reason is the non-uniqueness of the inverse problem that causes several (usually infinitely many) models to fit the data. Technically, this model null-space exists as a result of inadequate sampling of the model space. The second reason is that real data (and, more often than we would like, physical theories) are always contaminated with errors and the estimated model is therefore affected by these errors too. Model appraisal has, then, two aspects, namely evaluation of non-uniqueness and error propagation. Model estimation and model appraisal are fundamentally different for discrete models with a finite number of degrees of freedom and for continuous models with infinitely many degrees of freedom. The problem of model appraisal is only well-solved for linear inverse problems. For this reason the inversion of discrete models and continuous models is treated separately in the bibliography. Similarly, the issue of linear inversion and non-linear inversion is also treated independently. More detailed discussion on these problems can be found in Snieder R, 1998, Snieder R and J Trampert, 1999. In general, the methods for solving inverse problems are categorized here as deterministic and statistical methods and both these categories are briefly presented in the appendices. A more detailed description of the deterministic methods is given by Meju M A, 2001, Geophysical data analysis, SEG, Tulsa, Oklahoma, while statistical methods are rigorously treated by Mosegaard K and A. Tarantola, 2002, Probabilistic approach to inverse problems, [in] Handbook of earthquake and engineering seismology, Academic Press.
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2.2. The deterministic approach



General remarks on the deterministic and probabilistic approaches to inverse problems are given in the appendices. Here the different approaches are illustrated by a more detailed presentation of selected papers. 2.2.1. Linear and non-linear least-square inversion



Inversion of geo-electrical data is an ill-posed problem. This and the ensuing sub-optimality restrict the initial model to one that closely approaches the true model. The problem may be reduced by introducing damping into the system of equations. It has been shown that an appropriate choice of damping parameter obtained adaptively and the use of a conjugategradient algorithm to solve the normal equations make the 1-D inversion scheme efficient and robust [Roy I. G., 1999]. In fact, this work belongs to the simultaneous inversion category, as two different types of data are utilized. The changes in the damping and relative residual error with iteration number are illustrated in the paper of Roy I. G., 1999. A comparative evaluation is made of its efficacy over the conventional Marquardt and simulated annealing methods, tested on Inman’s model. Inversion of induced polarization (IP) sounding is obtained by inverting twice (true and modified) DC apparent resistivity data. The inversion of IP data presented here is generic and can be applied to any of the IP observables such as chargeability, frequency effect and phase, as long as these observables are explicitly related to DC apparent resistivity. The scheme is used successfully in inverting noise-free and noisy synthetic data and field data taken from the published literature. A layered model of the earth is considered. The forward problem is formed by the following three following equations. The IP effect in the medium is viewed as the apparent chargeability of an inhomogeneous polarizable earth given by



ηa =



ρ a∗ (ρi + ηi ρi ) − ρ a (ρi ) ρ a (ρ i )



(2.1)



where ρ a and ρ a∗ are the apparent resistivities for DC and time-varying electrical field measurements, and ρi and ηi are the true resistivity and chargeability of the ith layer. IP forward modelling is realized by carrying out twofold DC forward modelling, once with the true DC resistivity, ρi , distribution of the medium and the other time with a modified resistivity, ρi∗ = ρi + ηi ρi , distribution. The apparent resistivity, ρ a , over layered earth is related to the kernel function through the Hankel integral ∞



ρ a = s 2 ∫ T (λ )J1 (λs )λdλ



(2.2)



0



where s is half the electrode spacing in a Schlumberger electrode configuration, λ is an integration parameter and J1(λs) is a first-order Bessel function. T(λ), the resistivity transform function, is obtained by recurrence relationship (Koefoed, 1979) Ti (λ ) =



Ti +1 (λ ) + ρi tanh (λhi ) 1 + Ti +1 (λ ) tanh (λhi ) / ρi



(2.3)
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with T(λ)=ρ0, where n denotes the number of layers, and ρi and hi are the resistivity and thickness of the ith layer, respectively. The computation of Frechet derivatives is an essential step for any successively linearized non-linear inversion scheme. To lower the computational burden analytical (strictly speaking semi-analytical as the Hankel transform is computed numerically) computation is considered of the Frechet derivatives of the apparent resistivity data. The Frechet derivative of the resistivity data is obtained by differentiating both sides of (2.2) with respect to the kth parameter. The inverse was solved and the minimum norm least-square evaluation of the solution x, such that 2 min Jx − d = εT ε (2.4) x



where d and x are the data difference and the parameter correction vectors, respectively, J is the Jacobian matrix of the Frechet derivatives of the apparent resistivity data and ε is the noise associated with the data. The matrix J is over-determined (the number of measurements is greater than number of model parameters) and non-self-adjoint. Since J is not a square matrix and ill-conditioned in general, the solution is given by normal equation



(J J + µI )x = J d T



T



(2.5)



where µ is the damping parameter and I is the identity matrix. The optimal damping parameter is obtained by differentiating the above equation with respect to the damping factor and rearranging it to the form



(J J + µI )y = J (Jx T



T



µ



− d ) = JT ε



(2.6)



where x µ indicates that x depends on µ.



Figure 31. Inversion results of synthetic apparent resistivity ρ a and chargeability ηa sounding data over a three-layered earth model. Bullets represent the synthetic



44



data and the solid line is the best- fit curve after inversion. The true model is inset. (source: Roy I. G., An efficient non-linear least-square 1-D inversion scheme for resistivity and IP sounding data, Geophys. Prosp., 1999, vol. 47, pp. 527-550) The paper has demonstrated that a dramatic improvement in robustness and efficiency can be obtained by adaptively choosing the damping parameter which depends on the noise level of the data. The adaptive damping NLSI scheme presented has been applied successfully in inverting IP/resistivity sounding data. The novelty of such an approach lies in the simplicity of the algorithmic structure, although, as reported earlier, such a technique does not demonstrate the required robustness in estimating IP parameters for noisy data. However, it has been shown here, with synthetic and field examples, that the presented scheme works well with moderately noisy data, even for estimates far removed from the true model. The scheme is efficient and converges rapidly to the minimum possible residual data error. It is also demonstrated here that for synthetic noise-free data, the required damping at the final stage is either very small or zero. The objective of the paper presented is to seek an efficient iterative scheme with adaptive damping, leading to a robust inversion of IP/resistivity data. An algebraic formulation of the inverse problem is presented in the paper of Vasco D.W., 2000. According to the author, many geophysical inverse problems derive from governing partial differential equations with unknown coefficients. Alternatively, inverse problems often arise from integral equations associated with a Green’s function solution to a governing differential equation. In their discrete form such equations reduce to systems of polynomial equations, known as algebraic equations (Vasco D. W., 2000). Such equations are associated with many deep results in mathematics. The proposed approach is illustrated by synthetic magnetotelluric values generated by conductivity variations within the layer (Figure 32).



Figure. 32. 2-D conductivity structure used to generate synthetic field components (source: Vasco D. W., 2000, An algebraic formulation of geophysical inverse problems, Geophys. J. Int., 142, pp. 970 – 990). The conductivity variations in the layer are estimated using a generalized inverse scheme (Figure 33). The estimates are quite close to the conductivity values used to generate the synthetic field values. However, they contain some scatter due to the added noise. A Born approach was also adopted for the same data. It is emphasized in the paper that, in their discrete form, two large classes of non-linear inverse problems reduce to polynomial or
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algebraic equations. These two classes encompass the most commonly encountered differential equations with unknown coefficients and many associated integral equations and functionals. Even non-linear differential equations, in which the terms are products of field variables and their derivatives, are polynomial upon discretization. The algebraic approach is more computational than methods used to solve the linear inverse problems. However, the applications indicate that the calculations are robust in the presence of both discretization and observational errors.



Figure 33. (a) Solution obtained by the proposed method. (b) Solution obtained by Born approximation. (source: Vasco D. W., 2000, An algebraic formulation of geophysical inverse problems, Geophys. J. Int., 142, pp. 970 – 990) Moreover, concepts and methods from computational algebra and algebraic geometry may be used to address questions of the existence and uniqueness of the problem being considered. Cross-well electrical measurement as known in the oil industry is a method for determining the electrical conductivity distribution between boreholes from the electrostatic field measurements in the boreholes (Abubakar A and P M van den Berg, 2000). A reconstruction of the conductivity distribution of a 3-D domain is based on measurements of the secondary electrical potential field, which is represented in terms of an integral equation for the vector electrical field. This integral equation is taken as the starting point for developing a non-linear inversion method, the so-called contrast source inversion (CSI) method. The CSI method considers the inverse scattering problem as an inverse source problem in which the unknown contrast source (the product of the total electrical field and the conductivity contrast) in the object domain is reconstructed by minimizing the object and data error using a conjugategradient method. A theoretical model of the cross-well configuration is shown in Figure 34. An inhomogeneous domain, D, with conductivity σ(x) in an unbounded homogeneous background medium with conductivity σ0 is defined. The source is a small spherical electrode emitting a DC current, I, located in the domain, S. The secondary electrical potential fields, Vs, are measured at the various electrode locations in domain S.
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Figure 34. Object domain D with conductivity σ(x) in the unbounded homogeneous background of conductivity σ0. (source: Abubakar A and P M van den Berg, 2000, Non-linear 3-D inversion of cross-well electrical measurements, Geophysical Prospecting, 48, 109–134) The aim of the study is to determine the conductivity distribution σ (x) inside the domain D from the secondary electrical potential field Vs measurements made in the domain S. The governing equations originating from Maxwell’s equations at zero frequency are of the form: ∇V + E = 0



(2.7)



∇ ⋅ (σE ) = q ext



(2.8)



where V is the electric potential field, E is the electrical field, σ is the electrical conductivity and qext is the external source. Here an integral form of potential V and electrical field E has been obtained under the assumption that they are described analytically for the point source. This point source solution {VG, EG} is also known as Green’s State. The simplest medium in this category is the unbounded and homogeneous one with the conductivity σ0



(



V p (x ) = σ 0−1IG x − x s



)



(2.9)



and



(



E p (x ) = −σ 0−1I∇G x − x s



)



(2.10)



where Vp and Ep are respectively defined as the primary electrical potential field and the primary electrical field arising from DC current I injected to the domain by a small spherical electrode. The primary fields are those arising for domain D with conductivity equal to that of the background medium (i.e. σ ( x ) = σ 0 ). The small spherical electrode is modelled as a point



(



)



source, i.e. q ext = Iδ x − x s . Using the spatial Fourier transform, the integral equation for the scalar electrical potential field is obtained V (x ) = V p (x ) + ∇ ⋅



∫ G(x − x )χ (x')∇'V (x')dv s



(2.11)



x '∈D
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where V is the total electrical potential field in D, and χ(x) is the conductivity contrast given by



χ (x ) =



σ (x ) − σ 0 σ0



(2.12)



Thus the integral equation for the vector electrical field is then given by E(x ) = E p (x ) + ∇∇ ⋅



∫ G(x − x')χ (x')E(x')dv



(2.13)



x '∈D



where E is the total electrical field in D. Note that either the potential or electrical field change involves integration over the object domain D. This is because outside the object domain D the conductivity contrast χ is zero. In the electrical logging problem the secondary electrical potential field Vs in data domain S at xR is considered. The secondary electrical potential field is the difference between the total electrical potential field and the primary electrical potential field as a result of the presence of the object, V s = V − V p :



( )



V s x R = −∇ ⋅



∫ G(x − x )χ (x')∇'V (x')dv s



(2.14)



x '∈D



The integral equation (2.14), relates the conductivity contrast χ to the secondary electrical potential field Vs (measurement data). In forward modelling, the conductivity contrast χ is known and the secondary electrical potential field Vs can be calculated. Since the matrix operator consists of spatial convolutions, fast Fourier transform (FFT) routines have been applied. The problem has been solved with the conjugate-gradient method. With this so-called conjugate-gradient FFT technique complex 3-D problems can be solved efficiently. Furthermore, it supplies the basis for the solution to the inverse problem. However, the matrix describing this linear system of equations is non-symmetrical. Therefore the adjoint operator has been used to set up the conjugate-gradient scheme. The data equation contains both the unknown total electrical field and the unknown conductivity contrast, but they occur as a product which can be considered as a contrast source that produces the secondary electrical potential field at the measurement points. Hence there is no unique solution to the problem of inverting the data equation by itself. The CSI method attempts to overcome this difficulty by recasting the problem as an optimization in which we seek not only the contrast sources but also the conductivity contrast itself. This is to minimize a cost functional consisting of two terms, the L2 errors in the data equation in the object equation, rewritten in terms of the conductivity contrast and the contrast sources rather than the electrical fields. An alternative method of solving this optimization problem iteratively is proposed in which first the contrast sources are updated in the conjugate-gradient step, weighted so as to minimize the cost functional, and then the conductivity contrast is updated to minimize the error in the object equation using the updated sources. This latter minimization can be carried out analytically, which allows easy implementation of the positivity constraint for the conductivity.
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Figure 35. Source–receiver set-up with 42 sources and receivers located in two boreholes. (source: Abubakar A and P M van den Berg, 2000, Non-linear 3-D inversion of cross-well electrical measurements, Geophysical Prospecting, 48, 109–134) A numerical experiment based on synthetic data is performed (Figures 35 and 36).



Figure 36. Conductivity distribution (σ) in the (x1,x2)-plane for different x3-levels of a 3-D homogeneous anomaly. (a) The original profile; (b) the reconstructions after 512 iterations (source: Abubakar A and P M van den Berg, 2000, Non-linear 3-D



49



inversion of cross-well electrical measurements, Geophysical Prospecting, 48, 109–134) It is demonstrated that the inversion algorithm developed can reconstruct a 3-D electrode logging problem over a wide range of conductivity contrasts using moderate computer power. The main advantage of the non-linear inversion method presented is reduction of computation as a result of the fact that a full forward problem does not have to be solved in each iteration. Moreover, the method does not need any regularization technique. The only a priori information used is the natural assumption that the conductivity is a positive quantity. The authors claim that the algorithm presented is capable of reconstructing the unknown conductivity contrast up to an acceptable level of accuracy. Furthermore, the numerical tests indicate that this inversion algorithm using synthetic data with 20% noise still gives reasonably good reconstruction results. However, adequate configuration of the wells is crucial for correct reconstructions. Field and “noisy” synthetic measurements of electrical field components can be inverted into 3-D resistivities by smoothness-constrained inversion, as has been done by Jackson et al, 2001). The values of the electrical field can incorporate changes in the polarity of the measured potential differences seen when 2-D electrode arrays are used with heterogeneous “geology” without utilizing negative apparent resistivities or singular geometrical factors. Use of both the X and Y components of the electrical field as measurements resulted in faster convergence of the smoothness-constrained inversion when compared with the use of one component alone. Geological structure and resistivity were reconstructed as well as, or better than, comparable published examples based on traditional measurement types.



(a)



(b) Figure 37. (a) Electrode configuration used in the study. (b) Top view of electrode array placement and conductive body localization (source: Jackson P. D., S. J. Earl and
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G. J. Reece, 2001, 3-D resistivity inversion using 2-D measurements of the electrical field, Geophysical Prospecting, 2001, 49, 26-39). A 2-D electrode grid (20×10) incorporating 12 current-source electrodes was used for both the practical and numerical experiments; this resulted in 366 measurements being made for each current-electrode configuration. Consequently, when using this array for practical field surveys, 366 measurements could be acquired simultaneously, making the upper limit on the speed of acquisition an order of magnitude faster than a comparable conventional pole-dipole survey. Other practical advantages accrue from the closely spaced potential dipoles being insensitive to common-mode noise (telluric, for instance) and only 7% of the electrodes (those used as current sources) being susceptible to recently reported electrode charge-up effects. A dual-grid approach has been adopted to improve resolution without incurring significant time penalties. A coarse grid is used to calculate the boundary conditions for a smaller, finer grid on which the potentials are calculated. The current electrodes C1 and C2 were situated at X=70 m and +70 m, respectively. The apparent resistivities were calculated for 5 m dipoles situated on the straight line intersecting C1 and C2. Agreement of 2±3% has been achieved between the analytical and numerical values for the fine grid, whereas larger errors are evident near the extremities of the coarse grid. The fine grid is three times smaller than the coarse grid in each of the three dimensions, resulting in 27 times more nodes per unit volume than the coarse grid.



Figure 38. 2-D measurements of Ex and Ey showing different responses to a conductive 3-D body compared with the homogeneous case (source: Jackson P D, S J Earl and G.J. Reece, 2001, 3-D resistivity inversion using 2-D measurements of the electrical field, Geophysical Prospecting, 2001, 49, 26-39) The method of choice today for inverting electrical resistivity survey data, in common with other forms of geophysical tomography, is to apply a smoothness constraint to a least-square minimization. This approach has been extended to both 2-D and 3-D inversions of resistivity survey data. The reconstruction scheme reduces to the well-known equation



(A A + λR R )x = A b T



T



T



(2.15)
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where R is a matrix which defines the “roughness” of the model; λ is the Lagrange multiplier controlling the balance between misfit and roughness; x is the unknown resistivity vector; b is a vector of weighted function of the data mismatch (r (i ) − m(i )) σ (i ) . The roughness of x is defined as hTh, where h=Rx and Aij=Jij/σ(i) and σ(i) is the standard deviation of the “field” measurement; and Jij is the element of the Jacobian matrix which is the partial derivative of the ith simulated measurement m(i) with respect to jth resistivity parameter. Numerical experiments on synthetic data have been performed (Figures 39, 40).



Figure 39. A 3-D resistivity model: orthoparallel piped anomaly set in a background of 100 Ωm (source: Jackson P D, S J Earl and G.J. Reece, 2001, 3-D resistivity inversion using 2-D measurements of the electrical field, Geophysical Prospecting, 2001, 49, 26-39).



Figure 40. Results of the inversion (source: Jackson P D, S J Earl and G.J. Reece, 2001, 3-D resistivity inversion using 2-D measurements of the electrical field, Geophysical Prospecting, 2001, 49, 26-39). Field measurements were also performed and are presented in the paper. The inversions reported here used electrical field components directly as measurements and the logarithms of resistivity as unknown parameters. For smaller numbers of unknowns (1000), the spatial smearing seen in our results is similar to comparable published examples, while at shallower depths it is
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significantly less. At greater depths, for larger numbers of unknowns, the solutions are too smooth and the use of alternative approaches is suggested. The use of a 2-D electrode array enabled the X and Y components of the electrical field (Ex and Ey) to be utilized independently, while using both components together resulted in faster convergence. The field case study presented in the paper demonstrates the necessity of using 3-D tomographic methods in typical geological settings that can rarely be considered to be 2-D in nature. The inverted resistivities are consistent with geological mapping and trenching across a fault in a carboniferous sand-shale sequence that had been reactivated by mining activity. It is concluded that 3-D resistivity tomography using electrical field measurements is suitable for assessing typically heterogeneous geological settings. The use of two orthogonal components of the electrical field provides an additional data set. Compared with the one component that is typically measured, this data set is sensitive to the changes in sub-surface resistivity for which inversion is sought.



2.2.2. Quadratic programming This approach for a layered model was developed and presented by Lazaro-Mancilla O. and Gomez-Trevino E., 2000. Their paper presents a method for inverting ground-penetrating radargrams in terms of 1-D profiles. Consideration is given to a special type of linearization of the damped E-field wave equation to solve the inverse problem. The numerical algorithm for the inversion is iterative and requires the solution of several forward problems, which are evaluated using the matrix propagation approach. Analytical expressions for the derivatives with respect to physical properties are obtained using the self-adjoint Green’s function method.



Figure 41. A layered earth model whose three electromagnetic properties vary from layer to layer. The plane wave propagates downward in the positive z-direction (source: Lazaro-Mancilla O and E Gomez-Trevino, Ground-penetrating radar inversion in 1-D: an approach for the estimation of electrical conductivity, dielectric permittivity and magnetic permeability). Three physical properties of materials are considered, namely dielectrical permittivity, magnetic permeability and electrical conductivity. The inverse problem is solved by minimizing the quadratic norm of the residuals using quadratic programming optimization. In the iterative process the Levenberg–Mardquardt method is used to speed up convergence. The ground is modelled using thin horizontal layers to approximate to general variations in the physical properties. A plane wave at normal incidence upon an n-layer earth model as illustrated in Figure cc is considered. The three electromagnetic properties vary from layer to 53



layer; each layer is linear, homogeneous and isotropic. A dependence of the form ei vt is assumed for the fields, where t is time and v is angular frequency. It is further assumed that the physical properties do not depend on frequency. The governing differential equations for the electrical Ex(z) and magnetic Hy(z) fields propagating in z-direction for the i-th layer are



d2 Ex ( z ) − γ i2 Ex (z ) = 0 2 dz



(2.16)



d2 H y ( z ) − γ i2 H y ( z ) = 0 2 dz



(2.17)



where



γ i = ( jµiσ iω − µiε iω 2 )



12



is the propagation constant of the layer. The quantities µi , ε i and σ i represent magnetic permeability, dielectric permittivity and electrical conductivity. The solution is obtained in the standard form of a boundary value problem with 2n boundary conditions and the same number of unknowns. The fields in the successive layer are found by applying continuity of the fields and using standard propagation matrices. The radargram is computed by applying the inverse Fourier transform to the product of the electrical field and Ricker’s pulse spectrum. The inverse problem is based on integral equations for the electrical and magnetic fields E = GE , µ µ (r ')d 3r ' − GE ,σ σ (r ')d 3r ' − GE ,ε ε (r ')d 3r '



∫



∫



V'



V'



∫



(2.18)



V'



where GE , µ , GE ,ε and GE ,σ represent the functional or Frechet derivatives of E with respect to µ, ε and σ, respectively. Finally, the electrical field for the layered structure can be described as N



E=



⎛ ∂E



∑ ⎜⎜⎝ ∂µ i =1



i



µi −



∂E ∂E ⎞ εi − σi ⎟ ∂ε i ∂σ i ⎟⎠



(2.19)



Variations of each property have been considered separately and invert the corresponding radargrams in terms of the property used for their generation. The purpose is to illustrate the applicability of the present approach to the quantitative interpretation of radargrams, and to show that it represents a viable alternative to existing inversion methods. The experiments demonstrate that there is an intrinsic ambiguity in the interpretation of radargrams in the sense that variations of one property can be genuinely mistaken for variations in the other two. It is of particular interest that a reflection produced by a discontinuity in electrical permittivity can be reproduced by a double discontinuity in electrical conductivity. It follows from the paper that it is impossible to recover the three electromagnetic properties jointly from GPR data. The authors claim, however, that before drawing this conclusion, one must take into consideration that the approach to the problem is perhaps the simplest possible. The possibility of differentiation must come from a further complication of the physical
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model, for instance by including frequency-dependent properties on the one hand or by considering vertical electrical fields on the other. This may change the picture drastically. As they stand, the present results should be seen as an ideal limit case that directly points to the impossibility of differentiation.
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2.3. The probabilistic approach The Bayesian approach focuses on obtaining a probability distribution (the posterior distribution), by assimilating three kinds of information: physical theories (data modelling), observations (data measurements) and prior information on models. The inverse problem used in Malinverno’s paper (Malinverno A., 2000), for example, is illustrated in Figure 42. The densities of the two quarter-spaces separated by a vertical discontinuity are functions of the depth z only and the density contrast is ∆ρ (z ) .



Figure 42. Measurements of the horizontal gradient of gravity (top) as a function of distance from a vertical interface between two quarter-spaces where density is a function of depth only (bottom left). The horizontal gravity gradient depends on the density contrast between the two quarter-spaces (bottom right). To simulate measurement noise, Gaussian white noise with a standard deviation of 0.1×10-9 s-2 has been added to the gravity gradient data. (source: Malinverno A, 2000, A Bayesian criterion for simplicity in inverse problem parameterisations, Geophys. J. Int., 140, pp. 267-285) The horizontal gravity gradient ∆g ' ( x ) measured at the surface (z=0) at a distance x from the vertical discontinuity is related to ∆ρ (z ) by ∆g ' ( x ) =



∞



∫z 0



2γz ∆ρ ( z )dz + x2



2



(2.20)



where γ is the gravitational constant. The gravitational edge effect inverse problem is to infer ∆ρ (z ) from a finite set of inaccurate measurements of ∆g ' ( x ) . These N measurements can be listed in a data vector



[



d = ∆g1' ,....., ∆g N'



]



(2.21)
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where ∆g i' = ∆g ' (xi ) and the symbol T denotes the transpose. The density contrast *o(z) can be represented by a stack of M layers of thickness *z, which can be as small as desired to approximate a continuous function. The density contrasts in these layers form a model vector m = [∆ρ1 ,...., ∆ρ M ]



T



(2.22)



We can then write the forward problem as a matrix equation, d = Gm + e



(2.23)



where each element of N×M matrix G is the contribution of the jth layer to the ith measurement j∆z



Gij = 2γ



∫)



( j −1 ∆z



⎡ j 2 ∆z 2 + x 2 ⎤ z = dz γ log ⎢ 2 2 2⎥ z 2 + xi2 ⎣ ( j − 1) ∆z + xi ⎦



(2.24)



and the vector e contains measurement errors. Rather than inverting directly for the M>>N elements of m that approximate a continuous ∆ρ (z ) , a common approach is to estimate a relatively small number H 
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