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Short Description

De Weger B.M.M.-algorithms for Diophantine Equations...



Description


ALGORITHMS FOR DIOPHANTINE EQUATIONS



PROEFSCHRIFT



ter verkrijging van de graad van Doctor aan de Rijksuniversiteit te Leiden, op gezag van de Rector Magnificus Dr. J.J.M. Beenakker, Hoogleraar in de Faculteit der Wiskunde en Natuurwetenschappen, volgens besluit van het College van Dekanen te verdedigen op woensdag 6 januari 1988 te klokke 14.15 uur 1



BENJAMIN



MARPIUS MARNIX DE WEGER



-. -



geboren te Delft in 1958



-



1987



Centrum voor Wi.?ktinde en Informatica, Amsterdam



Samenstelling van de promotiecommissie:



promotor



prof. dr . R. Tijdeman



referent



dr. F. Beukers



overige leden



Chapter



prof .dr. P.L. Cijsow



1.



Introduction.



g 1.1.



Algorithms for diophantine equations.



5 1.2.



The Celfond-Baker method.



g 1.3. Theoretical diophantine approximation. 5 1.4. Computational diophantine approximation.



prof-dr. G. van Dijk prof-dr. J.P. Hurre



5 1.5. The procedure for reducing upper bounds.



prof .dr. H.N. Spijker Chapter



2.



5 2.1.



Preliminaries. Algebraic number theory.



5 2.2.



Some auxiliary results.



5 2.3.



p-adic numbers and functions.



5 2.4.



Lower bounds for linear forms in logarithms.



5 2.5.



Numerical methods.



Chapter



3.



Algorithms for diophantine approximation.



g 3.1.



Introduction.



8 3.2.



Homogeneous one-dimensional approximation in the real case: continued fractions. Inhomogeneous one-dimensional approximation in the real case: the Davenport lemma. The L3-lattice basis reduction algorithm, theory. 3 The-L -d&Xicekasis reduction algorithm, p~actice



.



Finding all short lattice points: the Fincke and Pohst algurithm. Homogeneous multi-dimensional approximation in the real case: real approximation lattices. Inhomogeneous multi-dimensional approximation in the real case: an alternative for the generalized Davenport lemna. Het onderzoek dat geleid heeft tot dit proefschrift stond in het kader van



Inhomogeneous zero-dimensional approximation in the



het



p-adic case.



onderzoeksproject



Diophantische



Stichting voor de Wiskunde (SCIC),



Approximaties



van



de



Nederlandse



dat gesubsidieerd werd door de Nederlandse



Organisatie voor Zuiver Uetenschappelijk Onderzoek (ZWO).



Homogeneous one-d&nsional



approximation in the



p-adic case: p-adic continued fractions and approximation lattices of p-adic numbers.



Hoqogeneous multi-dimensional approximation in the



The standard example.



p-adic case: p-adic approximation lattices.



Tables.



Inhomogeneous one- and multi-dimensional approximation



Chapter



8.



The Thue equation.



0 8.1.



Introduction.



Useful sublattices of p-adic approximation lattices.



8 8.2. 0 8.3.



Upper bounds.



4. S-integral elements of binary recurrence sequences.



8.4.



5 4.1.



Introduction.



3 4.2.



Binary recurrence sequences.



5 8.5.



From the Thue equation to a linear form in logarithms. Reducing the upper bound.



An application: integral points on the elliptic curve



§



4.3.



The growth of the recurrence sequence.



y2-x3-4~+l.



§



4.4.



Upper bounds.



The Thue-Mahler equation, an outline.



§



4.5.



8 4.6. 4.7.



§



Symmetric recurrences: an elementary method.



References.



A basic lemna. and some trivial cases.



Samenvatting.



The reduction algorithm in the hyperbolic case. Curriculum vitae.



Q 4.8. The reduction algorithm in the elliptic case. 4.9.



§



84.10. Chapter



5.



5 5.1. 5.2.



§



The generalized Ramanujan-Nagell equation.



A mixed quadratic-exponential equation. The inequality



0







X*



. We



now



-



xl



and (3.6) for



(p,q)



-



(-x2 ,xl)



-1 -c -exp(C-X)



0 ,



1 . From (3.1) it follows that there exists a number implies X



X



1811



(3.1) and (3.5) yield



. 0



The result follows by applying Lemma 3.1(i).



have the following criteria. In practice it does not often occur that (i) .



LElMA 3.1. (-x2,x1)



-



I f (3.1) and (3.2) hold f o r f o r an index



(p .q ) k k



k



k



xl. x2



with



X r X* , then



A



is large. Therefore this lemma



is useful indeed.



that s a t i s f i e s



-



Summarizing, this case comes dovn to computing the continued fraction of a



s -1 + lo@



.x0+1] /log(+4))



Moreover, the p a r t i a l q u o t i e n t



a,+l



.



(3.7)



real number to a certain precision, and establishing that it has no extremely large partial quotients. This idea has been applied in practice by Ellison b [I971 1. by Cijsouw, - Uorlaar and Tijdcman (appendix to - Stroeker and Tijdeman



satisfies



[1_982])



.



and



by__Hunt



and



van .der_._Paorten--(unpPublished)-



_



for



solving-



diophantine equations, by Steiner [I9771 in connection with the Syracuse ('3-N



+



1')



problem, and by Cherubini and Walliser fL987) (using a small



home computer only) for determining all imaginary quadratic number fields with class number 1. We shall use it in Chapters 4 and 5. then (3.1) h o l d s f o r



(-x2,x1)



-



(pk,qk)



. - . -



B o o L an index



(i). By k



follows from



X



)(t



X*



. Since qk



qk



and (3.6) it follows that is at least the



- -Xs xl



Xo



. To



(-x2,x1)



-



(pk,qk)



for



(k+l) th Fibonacci number, (3.7)



3.3.



Inhomogeneous o n e - d i m e n s i ~ l approximation in the real case : the



D8venport lemma.



prove (3.8), apply (3.1) and the first The next case is when



inequality of (3.5).



A



has the'forn b



(if). Combine (3.9) with the second inequality of (3.5).



0



A-B+x.t3



1



1



+ x - 6



2



2'



p .r 0



where



introduced by



.



We



then use the so-called Davenport lemma, which was



Baker and Davenport



[1969]. It is.



like the homogeneous



for which the values of



Iq-$l



are all extremely small. In practicq



it appears to be the case that



q-$



is always far enough from the nearest



of



8



one-dimensional case, based on the simple one-dimensional continued fraction



integer (the values of



algorithm.



interval



Put again 8



-



a1/a2



p/q



. and put - 8/e2 . Then we have



and Stall [1972]. and by Steiner [1986]. We shall use it in Chapter 4.



$



be a convergent of



6



. with



seem to be distributed randomly over the



Davenport [I9691 as we already mentioned. by Ellison. Ellison, Pesek. Stahl



3 The L -lattice basis reduction algorithm, theory.



3.4. Let



Is-$[



[0,0.5] ). This method has been used in practice by Baker and



q > Xo . We now have the following To deal with linear forms with



result.



the case 3.3. (Daven~ort), Suppose t h a t , in t h e above n o t a t i o n ,



n



-2



n



1



.



3



a straightforward generalization of



would be to study multi-dimensional continued fractions. For



a good survey of this field, see Brentjes [1981]. However, the available algorithms in this field seem not



to have



the &sired



efficiency



and



generality. Fortunately, since 1981 there is a useful alternative, which in a ( b y 1.1 o f (3.1).



we d e n o t e t h e d i s t a n c e t o t h e n e a r e s t i n t e g e r ) . Then t h e s o l u t i o n s



sense is also a generalization of the onedimensional continued fraction algorithm.



(3.2) s a t i s f y



In 1981, L. bv&z invented an algorithm, that has since then become known as 3 the L -algorithm. It has been published in Lenstra. Lenstra and LovAsz [1982], Fig. 1, p. 521. Throughout this and the next section we refer to this Proof.



From (3.5) and (3.10) we infer



paper as " W " .The algorithm computes from an arbitrary basis of a lattice in -



Rn



another basis of this lattice,



-



+



so-called r e d u c e d basis, which has



7



certain nice properties (its vectors are nearly orthogonal). The algorithm has many important applications in a variety of mathematical fields, this leads to (3.11).



-



If (3.10) is not true for the first convergent with denominator one should try some further convergents. If than (3.10)



q



q



of the size of



Xo



Conjecture



> Xo



. then



is not essentially larger



Xo , then (3.11) yields a reduced upper bound for X



as desired. If no



such



as _ the factorization



,of- polynomials -



{ F ) _,public-key



-_



cryptography (Lagarias and Odlyzko [1985]), and the disproof of the Mertens



of size



log Xo ,



can be found that also satisfies



[1985]).



p.



p/q



interest to us



are



its



525.



The



algorithm



has



a



very



good



theoretical



complexity



and p e r f o m also



very well in practical computations. Let



r c



vectors Summarizing, we see that in this case the essential idea is that an extremely



Of



(polynomial-time in the length of the input parameters),



Rn



* hi



(1-1,



..., n



are inductively defined by



)



r



ahdtherealnumbers



"



.%



... . We pl. , according to ttt, p.516. The



be a lattice. that is givem by the basis



introduce the concept of a reduced basis of



have to be checked. See Baker and Davenport [I9691 for details.



large solution of (3.1) and (3.2) leads to a large range of convergents



te Riele



applications to diophantine approximation. which already had been noticed in W ,



(a situation which is very unlikely to occur, as experiments shov),



then not all is lost. since then only very few exceptional possible solutions



(Odlyzko and



p



i 93



( l s j < i S n )



-



PI,



.. . , n b*



h;.



Then



.... P,



r



of



reduced



I p i n j l a:



W e c a l l the l a t t i c e basis



if 1r j



for



.



R"



is an orthogonal basis of



r



with



i



E



Z ,



all



< i a n ,



.



i



*



1< i



for



a n



P1. ...,



( r )



we have, by Ilt (1.7).



j



I



2 2- n 1 2 - l l l



for



i



-



1.



E ~ ,. . . ,



%



,



. .



r



of



, and i t computes a reduced basis



of t h a t l a t t i c e . The properties of reduced bases t h a t a r e of



most i n t e r e s t t o us a r e the following. Let not a l a t t i c e point. W e denote by



t(r)



y E R"



be a given point, t h a t is



y



-



I



*



{r:2-lhi{ i-1



2



a



* . io



Hence, by ( 3 . 1 2 ) .



-



C2-l< l 2 io



0



Let



s



basis o f t h e l a t t i c e



not a l l



in



si



r



. and



Z . Let



let



i0 be



B Z . Then



io



-



the distance from



y



t o the l a t t i c e point nearest



The proof of t h i s lemna resembles t h a t of Lermna 3.4.



the l a t t i c e point n e a r e s ~t o



y



.



So



Iz-yI



- t(r.y)



.



Let



5



E



r



be



Write



t o it. v i z .



From a reduced b a s i s



lower bounds f o r both



t(r)



alp__ - t ( r , y )



can be



computed, according t o the following r e s u l t s .



..



LEJU'U 3.4.



(Lenstra. Lenstra and Lovasz 119821),



reduced b a s i s o f t h e l a t t i c e



Proof.



Q



#



a



E



r



Let



el,



..., %



.



. Then,



s



*-



ri.



-



*



si. si E R



.



Let



--



il



--



.



-



be the l a r g e s t index such t h a t



reasoning a s i n the 'proof of Lemma 3.4, wX f i n d



il



Using (3.12) it follows t h a t



from ttt. We r e c a l l the proof here. Let



be the l a t t i c e point with minimal length



ri E Z



be a



r . Then



This is Proposition (1.11)



+ ril



i



I



-



r



t ( r , y ) r 2-



--



I



---.



the length of the s h o r t e s t non-zero



with I



-



i-1 t h e l a r g e s t index such t h a t



Proof, t(r,y)



-



el. .... n c be a reduced 1 si-si f o r s l , . . . , sn E R , w i t h 3.5, n



vector i n the l a t t i c e , viz.



and we denotelby



.



"* hi



.... n .



W e remark t h a t a l a t t i c e may have more than one reduced b a s i s , and t h a t the ordering of the b a s i s vectors is not a r b i t r a r y . The L3-algorithm accepts as input any b a s i s



""



0



Hence a reduced b a s i s i s nearly orthogonal. For a reduced basis



1 ,



span the same l i n e a r . space a s hl. for -i is the projection of si+l on the orthogonal complement



"1;



and



+ 0



r.



i0 be the l a r g e s t index such t h a t



Let



of t h i s l i n e a r space, i t follows that r i



.;



*



.



E R



Then, since



* 2 3 * L lhi-l12 + i , i l i l l



mil



r:



-



1 ~ 1



C(r)



. Write



Obviously, then



si1



il 2 i0 E



.



If



Z. sil + ril



.



il



-



hence



iO--' the r e s u l t follows a t once. I f



lril-sill



2 1



.



il > i0 0 and the r e s u l t follows.



-



s



The above lemma is rather weak in the extraordinary situation that extremely close to an integer. If one of the other



is



Obviously,



io



is not close to an



si



then til follows.



integer, we can apply the following variant.



....



.



3.6. Let pl, % be a reduced b a s i s o f &he.-lattice I' and l e t n y s i - s i f o r sl. sn E R with not a11 si i n Z . Suppose that i-1 such that 0 < 62 s f there i s an index i0 and constants 61



-



.



....



1



Isi!



5



61



for



i



-



iO+l,



Remark,



.



If



il



+ r il



-



i0



the result follows at once. If



, hence



r - t i 2 1 > 6



il > i0



, and the result



il 0



3 Babai [I9861 showed that the L -algorithm can be used to find a



lattice point



.



.... n



il z i0



EZ, t



LI with



(x-y[ I c-t(r.y) for a constant



c



depending on the



dimension of the lattice only. This result can also be used instead of L e m a 3.5 or 3.6.



.



3.5. Then



The L3 -lattice basis reduction algorithm, practice.



Below we describe the variant of the L3-algorithm that we use in this thesis to solve diophantine equations. This variant has been &signed



to work with



integers only, so that rounding-off errors are avoided completely. In the algorithm as stated in ttL, Fig. 1, p. 521, non-integral rational numbers may Proof.



With notation as in the proof o$ Lemma 3.5. let



nearest to



si , for



i 2 i0 + 1



. and



ti



- si



for



i



5



ti i0



occur, even if the input parameters are all integers.



be the integer



. Put



Let di



r



c 2"



be a lattice with basis vectors



as in ttL (1.2),



(1.3).



(1.24).



.-.P, . Define hi,* "ij



hl. .



respectively. The



di



*



can be used as



denominators for all numbers that appear in the original algorithm ( W , p. with



*



ti E R



. Let



il be the larmst index such that



523). Thus. put for all relevant indices



i. j



They are integral, by m 1 . 2 8 ) :



Notice that, with



-



Now,



Bi



--



-3-



,



*



in stead of hi. i .l , thus eliminating all non-integral rationals. We give this variant



We can now rewrite the algorithm in terms of Bi* "i.j



- lkil* -



I



(1.29).



ri. dim



of the ~'-al~orithm in Fig. 1. All the lines in this variant are evident from and. using (3.12).



applying (3.13)



and



(3.14)



to the corresponding lines



in the original



algorithm, except the lines (A), (B) and (C), which will be explained below.



.



t



We added a few lines to the algorithm, in order to compute the matrix of the



t be the matrix , the initial basis of the lattice r



transformation from the initial to the reduced basis. Let with column vectors



hl. ...,



.



-re



3 1 % Variant of the L -algorithm.



which is the input for the algorithm. We say: the basis



.c



X



;



:- (b OG 1 ;



i Sj



ri



hi



J -s-1



for j-1. ....i-1 ;



-i



:- (d



1



i



More generally, let



perform (*) for



t



-



k-1 ;



perform (*) for t k



-



n



-



.... 1



k-2.



, so



U



be the matrix of a transformation from some



S



U



SO



to



yl.



-1



2 2 4~4c-~-4c < 3-4ce1 - 4-Xk,k-1 go to (2) ;



if



is the matrix associated to



- S0 -1 . Denote the column vectors of by ..., , and the * T row vectors of v e T . Ye feed the algorithm with 1 and by yl . ... . n If-' also. All manipulations in the algorithm done on the hi are also done on the u . and the v ! ~are adjusted accordingly. This does not affect the -i computation time seriously. The algorithm now gives as output matrices e . 1' and lfw-I , such that e is associated to a reduced basis, e - S - V . and U' - U - V . Note that is not computed explicitly, unless 1 - J (the



S



k:-2;



if



S



be the matrix associated to the reduced



for i-1, ...,n ;



-r )/d j-1 i.j j



di :- (si.si)/di-l



(1)



e



Let



... , which the algorithm delivers as output. Then we define cl, this transformation matrix V by



basis



Ti :-



.



bl. . . . ,



;



Y



terninate ;



unit matrix). in which case 'Y*



-



V



.



It follows that



k :- k+l ; go to (1) ; so



U*



Sil



is the matrix of the transformation from



So



to



C



is known. then it is not much extra effort to compute e-l



.



Note that if as well.



We now explain why lines (A). (B) and (C) are correct. (A): From U t (1.2) it follows that



. -



for



i



-



k+l,



.... n



;



h



-



Define for



Then



j



-



- 0, 1, ..., i-1



si(0) Pi , and



si(i-1)



computed in (A) at the j th (*)



if



2-IXk,tl > dt



[r



:- integer nearest to



Xk,& :-



-



-



--



-



- si .



-



The



si(j)



.



-



7



is exactly the vector



step, since



then



r-X 483 r-dt .



'k,ddt



for j



-



;



1.



.... G l



;



This explains the recursive formula in line (A). It remains to show that the



occurring vectors



ti(j)



- 'k'k-1-'i,k-1



are integral. This follows from



+



-



%-2-'i.k



Finally, from (3.19) we see which is integral by ttt p. 523, 4. 11. and (8) follows.



(B), (C): Notice that the third and fourth line. starting from label (2). in the original algorithm, are independent of the first, second and fifth line. Thus a permutation of these lines is allowed. We rewrite the first, second and fifth line as follows, where we indicate variables that have been changed



-



In our applications we often have a lattice



r



, of vhich a basis is given



such-that the associated matrix, 1 say, has the special form



with a prime sign.



where the '5.k-1



:- J5.k-1-"i,k-1



pivk :- %.k-l



+



i



-



.. . ,



0. 1.



.



k-2



i



-



k+l.



.... n . The



and by (3.16) also for



i



equivalent to



.



space



itself as input for the ~ ~ - a l ~ o r i t h mBut . it may save time and



d



to



split up



the computation into



several



steps vith



increasing



accuracy, as follows.



-



di k



remain unchanged



.



Now, (3.15) is



Let



k



be a natural number (the number of steps). and let



number' such that n



-



are large integers, that may have several hundreds of decimal



digits. We can compute a reduced basis of this lattice directly, using the matrix



(3.19)



- pk,k-l*piok ;



where (3.18) and (3.19) hold for for



(3.18)



~l-"k,k-l-%,k-l~-"i,k ;



ei



i-1,



..., n



and



ei



the j -1.



...,



have



about



k-C



C



be a natural



(decimal---digLts. -For



k put



.



-



which explains (C). From (3.17) we find



hence



\,k-l



remains unchanged. From (3.18) we obtain



A 1 ---.%-1



'k-k-1 1



whence, by multiplying by



*i.k-I+ %-1



%-l-dic_l



and using (3.20)'



Thus, the j



)



relevant j



the



are blocks of n x n



C consecutive digits of



matrices



Bi



. Define



for the



If l



.



~n( j ) we have



e J i



-



-



J



d -TI



1,



J



j



...,



.



L(C.) n 4-j/n



Put



C



J



.



-



and the special shape of n-1



and



h



- 1,



...,



.



n



,



(c):



rl



we have



1



and



-



qj



c (3 i.h



,



.



(uieh) (3 1



-



(



then by )



fir



i .h



C



Then it follows a t once t h a t



r



- e.r.J + *, dk . since



J +l



Notice &at



j r 1



.(



let



and



tj



-



U



*



-



11j -1 Y



-I .



-



. For some s1 beknown~atrice~.Thenweapplythe~~~-algorith.



, and



J -1



-



e(k) i



0% . Put



.



U-'



VO



e



W e thus find matrices



times, with



and



11



J



J '



-I



S1,



... ,



Sk



.I



k



a s inpur. v e apply it



a s input. Thus we reduce the computation time by a



factor



such t h a t



11



Instead of applying the L3-algorithm once with



Now put



s



j+l



- e.eJ + oJ -r1 -



e and ll J ' 1 J s .pr-f e.1 -1-1 J+1 1 j j-1



By induction



a r e defined f o r



S



-



s o the S



1



-



S SU-'



J J-1



j



- 1,



between



2.5-11 and



Dj



.



k



?' &



Note t h a t



n



f i r a11



j



d



J



. Hence



-



5 ). The storage space t h a t



.



is required is a l s o reduced.



l a t t i c e , which is



. Moreover,



dk



a r e a s s ~ c i a-t e d t o bases of



ek



since



is a s s o c i a t e d t o a reduced b a s i s of



i n s t e a d of



C-k



Finding a l l short l a t t i c e points: the Fincke and P o b t algorithm.



Sometimes i t is not s u f f i c i e n t t o have a lower bound f o r



-



and



C-(l+(k-l)/n)



since the



Since



3.6.



-



-&



.



digits.



*



&-! - dJ 1



0 . 4 - n2



3 - n t h i s expression is maximal, about



l a r g e s t numbers t h a t appear i n the input have +



and. it follows t h a t I.



k



So the reduction i n computation time is considerable ( a f a c t o r 10 already f o r



.. . ,



s a t i s f y the same recursive r e l a t i o n a s the



-%-I dl , we have 0



For



r



the same



or



C(r,y)



r -- s u c h c h a t 1x1 s C e x i s t s an e f f i c i e n t algorithm



only. I t may be useful t o know exactly +alIfyectors- x E



is output of the ~ ~ - a l ~ o r i t h imt .



or



--



z



C(r)



s



(x-yl



C



f o r a given constant



C



. There



f o r finding a l l solutions t o these problems.



This algorithm vas devised by



Fincke and Pohst (19851, c f . t h e i r (2.8) and (2.12). We g i v e a d e s c r i p t i o n of



L m t us now analyse the cooputation time. For a matrix



M we denote by L(A) 3 t h e maxinal number of (decimal) d i g i t s bf .its e n t r i e s . I f the L -algorithm is v i t h a s output a matrix e , then according t o t h e a p p l i e d t o a matrix S



.



experiences of Lenstra, Odlyzko ( c f . Lenstra [1984]. p. 7) and ourselves. the computation time is proportional



to



L(d13



i n practice.



Since



is



C



a s s o c i a t e d t o a reduced b a s i s , we assume t h a t L(e) u 1°log(aet r ) / n L



3)



j



L(DJ)



=



C



r ,



lattice points



x



E I.



and a constant vith



1x1 S



C



Figure 2. We use the notation



. ,



The input of the algorithm is a matrix



and



4



I n our s i t u a t i o n .



I



t h i s algorithm below.



.



and since



det C



J



-



det d



J



-



xi



.



.



> 0



C



d



a p a r t from



.X



f o r t h e column vectors-of



-



(X



2



,



whose column v e c t o r s span the



The output is a list o f a l l l a t t i c e



iJ )



x



-



Q



. We



g i v e t h e algorithm i n



f o r matrices



2



.



The algorithm can a l s o be used f o r finding a l l vectors
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x



-



E



4, S, I, 9 , 1 ,



r



of which t h e
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distaqce t o a given non-lattice point



y



i s a t most a given constant



C



.



Namely, l e t



qil



-



:- aij



1S i I j



for



-



n ; for



In



I n ;



for



and l e t



1I i I



ri



be the integer nearest t o



s







C'



for a l l



i



for



i , r



for



0



1s j < i 5 n ;



~1-I;



compute a row-reduced version 1-I -11-I ; t h a t 1-I



-



- R-a



compute 1



of



1-I



,



2-'



and



11, U'



such



Then 1E



;



ly-11



r



f o r some constant



C'



r



1



such t h a t



2



---



s



1' be the matrix with columns



( C*



n - p-zlbil



it s u f f i c e s t o search f o r a l l l a t t i c e points



and compute f o r each such



determine a permutation let



. Put



i



1s i s n ;



rii :- /qii rij : r compute



/2.x1



In analogy of the real case it seems reasonable to study p-adic continued fraction algorithms. However, a p-adic



explicitly. Then we can



Ir



.



Then (3.3) has no solutions with



provides all best approximations to a p-adic number seems not to exist. Therefore we introduce the concept of p-adic approximation lattices, as was . this paper we adopt the best approximation done in de Weger [ 1 9 ~ 6 ~ ]From algorithm. which is a generalization of the algorithm of Hahler [1961]. Chapter IV. This algorithm goes back also on the euclidean algorithm. and thus is close to a continued fraction algorithm. But it is not a p-adic continued fraction algorithm in the sense that a p-adic number is expanded -



Bepark,



We take



lemna for X1



-



Xo



such that



p



.



is of the sire of



Then we expect that



that (3.31) is a reasonable condition.



Proof.



Recall that for



p



E No --



the rational integer



6")



is defined by -



ordn(84(Ir))



r



and



0 s d(*)







.=define-&



any



& NO



.



thebadis



I'



P



by a matrix to which a basis of



I'



'4'



a d apply the



is of the size of -



..



.-



Apply the proof of Lemma 3.14 (in the next section) for



The above -method has been applied by Agrawal.



Xo



.



n



-



1



2



.



0



--



-



----



associated. namely the matrix



3.11.



Homogeneous rmlti-dimensional approximation in the p-adic case: p-adic



.pproximation lattices. We now study the case



Then it is easy to seethat



(cf. L e m a 3.13 in the next section. where we prove a more general result). The following algorithm computes the point of minimal length in



r . P



. )



where



n



L 2



ei



. We



E Q



.It I i



'*



4



.!



-



is



I



so



Coates, Hunt and van der



-PootCeK (19-801. We use-it in Chapteys 6-and 7.



r



approximation -lattice



.



b



-



into a continued fraction. and that the approximations are then fiXihd by truncating the continued fraction.



€(rP )



:X



such that



P may assume that



E Q xi E 2 for all i d P ' ord ( 8 ) is minim1 for i n P i



8 /d



-



i. j



. Put



.



and with



6;



- ailen



Then 6' E Z i P



for



for all



i



i



.



-



Remark, 1,



..., n-1 .



P



We take



lemma for



-



X1



that (3.33) is a reasonable condition. Let



..., xn



xl,



prohibits the point by Lemma 3.13,



C(r ) P



is of the size of



approximation lattices can be generalized directly from the one-dimensional case. Namely, for any p E No we define



be a solution of (3.3) with



(xl..



ord (A') P



The definition of the p-adic



P



, and apply the Xo , so



is of :the size of :X



pP



expect that



Put proofL



r



such that



. Then we



Xo



5



. ..XJ=



.



p-1



X



5



Xl



.



from being a lattice point in and (3.34) follows from (3.3).



Then (3.33) I. P



. Hence. O



We will apply the results of this section in Chapters 6 and 7.



as the lattice associated to the matrix . Inhomogeneous one- and multi-dimensional approxinurtion in the p-adic



3.12. case.



Finally we study an inhomogeneous p-adic form Then we have the following result. 3 -13,



rP



The l a t t i c e



, associated t o the above defined matrix



8



P '



i s equal t o the s e t



8 . ei



where



n 2 2



and



E



.



-



ord (B) r ord (6 ) P P n



.-



F a L



For any such that Sp-.



xn



-



- (xl.. . . . x d T . Then



:



zi



1 ~~-6~(') + m-pP -



i-1



P for



-1



.



i



-



1.



.. .



.



n-1



(zl..



...zJT



~ ~ - (mod 6 ' $)~



i-1



.



5



6;



-



-



E



zn



( x -



be a constant such that



-



for



Alen



-



.



-



Conversely, for any



. Put



-t9i/6n



3



Then



.. ., x T



such that



0



C(rP)



such that



SP-z



.



. Then we



apply the following lemma, which is a direct generalization of LeLet



zn



-



Using the ~ ~ - a l ~ o r i twe h . can compute a lower bound for



3.14,



E



and



A'



n-1



there obviously~sxists a



.



there exists a
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ord-(A*) r p



ord ( A ' ) - t P



-



n-1



-



Hence



xi



E F



0



p E



No



-rp



i



-



1.



...,



-



,



8/6,



n-1



p'



- 1 xi-*f + Xn . i-1



for all i As p-adic approximation lattices we take the -P ~ti3Ztiwerk-&fined for the homogeneous case, i .e. for any



P the lattice



3.11).



Put further



where



cl.



'



r



P .



that is associated to the matrix .-



--



-



S



(see Section



P



can



3.12.



..., E,



r



and



si E R FBy-Lema 3.5 or



C(r,y)



. This



is useful in view of the



is a reduced basis of



3.6 we can compute a lower bound for



WP) > /n-% .



B'



n-1 ,



.



8 ' . 6; E Z



lattices



.



n such that j¶/6 6 /6 E Q and xi E Z for all i. j P j ' i j P We assume that ordp(bi) is minimal for i n , and that



following lema. t



Then ( 3 . 3 ) has no solutions w i t h .b



P '



1 -- -.



rP (y)



The s e t



JBlM3.15%



rp(y)



-



(



-5+



y



3.13.



i s equal t o t h e s e t



.



(xl .....X J E~2" 1 ordp(Aa) 2 p I



Useful sublattices of p-adic approximation lattices.



In our p-adic applications of solving diophantine equations via linear forms, we always have linear forms in logarithms of algebraic numbers, i.e. in



ProofL Let



-



&



(xl .....x,)~



satisfy I



-



y E



rp .



Note



that



the



and



a i 8 s are p-adic logarithms of algebraic numbers, say



By Lelma 3.13 we have



In Section 2.3 we have seen that for a ordp(logp(0) ord (A') P



The left hand side is just



, which proves the lemma.



C(y)



Obviously, the length of the shortest vector in (unless in the case lattice) is equal to l(rP.y)



-



.



ord ( 1 5 0 P



> >



C(r .y) > Jn-X1 C,



.



p



-5 .



--



l e u for



KO



unity if



p



odd, and



c



-2



.



- -1



Let







if



p



be a primitive,fp-1)



-



Let



xl.



.... xn



prohibits the point 3.15.



.



2



ord (A') < p-1 P



(xl..



.



being large does not



(



th



root of unity if



It follows 'that



0, 1.



..., p-2



p



pp



)



-



.



--



-



....



It turns out that the set of



x , x such that ord ((-1) (or . n if one wishes) is large, is a sublattice r* (or rP ) of r P P P C In the following lemma we shall prove this fact, and indicate how a basis of this sublattice can be found. Then we can work vith this sublattice instead



.-



ord ((fl)



be a solution of (3.3) with



.- , X J ~



is



ord (lo (()) being large $ P (or k E ( 0, 1 ) if p 2 )



.



is of the size of :X and apply the P .y)--ls -of the size of Xo so-; Then we e x p e c t X a t such that



that (3.35) is a reasonable condition.



Boof



(4))



$ to



-



implies that for some k E We take



ord (lo



imply that ord ((-1) is large. This is due the fact that the p-adic P logarithm is a multi-branched function. To be more precise. for any root of 0 (cf. Section 2.3). In 0 there exist unity c E Op we have logp( l/(p-1)



for which



the converse is not necessarily true: Let



ordp(E()



D



y E T,, ) . We have the



5



-



if



i



(a translated



following useful l e m a .



L



( E Op



In our applications we apply this to



from being in



X s X1



rP(y)



and (3.36) follows from (3.3).



.



. Then



(3.35)



Hence. by Lo0



of by



itself. Of course. in Lemmas 3.12. 3 - 1 6 and 3.16 we can replace I' P P For shplicity we assume that a; E Qp for these sublatxices r* I':



I'



. We



-* .



.



P'



Ve shall not apply the above l e m in this thesis, so we have included it



all



here only for the sake of completeness. However, when solving Thue-Hahler



translated lattices I' (y), 'I (y) P P



i



take



aO



equations (see Section 8.6). it will be of use.
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i



3.17&



.
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Let



al,



1



and leave it to the reader to define appropriate #



-



..., an,$ 0P



ord (lo (ai)) P $



for the case



aO r. 1



.



be given numbers w i t h



minimal for



i



-



n



.t



xl.



-



ord (ai) 0 P x E Z n



...,



for



. Put



-



Q for p 2, 3 . Note that P r . The points x of a linear function on



the only roots of unity in (mod (p-1))



characterized by Put f o r any



C, E



r



-



r*



-



P P



rX P



1



I



I



characterized by



(



(xl,.. . .xn) E



(



(xl....,xn) E 2" 1 ord ((21) r P + Po I P



.



(



(xl.. . . .xn) E 2" 1 ordP((-1)



.



-



*



#



rPC rPC r



Then



r*



then I



N0



P



Define



'4



f o r any



k(r)
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. Let further



I.



I ordp(logp(0)



are l a t t i c e s . If



P



-
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p



(xl..



a 3



..



-



p



.



P



+



pO



I



.



that for



they are a l l equal. I f



2



Let E



.XJ'



a



I



2 P +



hl. ...



rP



. 4 be a



p



basis o f



-3



r



.



x
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E



*



hl. . . . r



.



.



Put f o r



i



- 1.



p r 3



I



Further put f o r



and f o r



1



Them



p 2 3



So



*



.



also



p 2 5



also



*



PI. ... h,



Proof.



*



rP



i s a b a s i s of



It is trivial that



$E



equalities of the lattices for



r:



are



follows from the definitions in the lemma



. . .. c



l ,



4



are both bases of



.



I' P



P



#



. Then



a



E



*



r



P



if and only if



This proves the result.



and f o r



,:P



of



by



p 2 5



and



and



P



C1



and the points



it follows that



rP such that



be a b a s i s o f



.... n-1



4



are



P



*



h i . . . . b



*



.



is



r*



as



for integers yi. yi Let



. It



(p-1) I k(x)



- 1, ..., n-1



i



Note that



I k(x)



(p-1)/2



k(x)



p



-



.



and



#



hl.



. . ..



is a basis o f



#



I.



P



.



C rP , and that they are lattices. The 2. 3



72



follow from the fact that



fl are



*



*



yn I yn



. and



#



E I.



P



if and only if



7 ,#



1 yn#



. 0



hyperbolic case this suffices to be able co find all solutions of (4.1). This is based on a trivial observation of the exponential growth of )Gn( in this case. In the elliptic case the situation is essentially more complicated. lGnl can be obtained from the complex Then information on the growth of Gelfond-Baker theory. Therefore in this case we have to combine the p-adic arguments Acknovledgements.



The research for this chapter has been done partly in



cooperation with A. Peth6 from Debrecen. The results have been published in b Pethi5 and de Weger [I9861 and de Weger [I986 1 .



with



the



one-dimensional



homogeneous



or



inhomogeneous



real



diophantine approximation method, cf. Sections 3.2 and 3.3. We shall give explicit upper bounds for the solutions of (4.1) which are small enough to admit the practical application of the reduction algorithms, if the parameters of the equation are not too large. Petha (19851 pointed out



4.1.



that essentially better upper bounds hold for all but possibly one solutions.



Introduction.



In this chapter we present a reduction algo~ithm for the following problem.



The generalized Ramanujan-Nagell equation



OD



Let



A, B. Go. G1



be integers, and let the recurrence sequence



(Gn'n-~ be



defined by Gn+l- A-Gn - B-Gn-l for Assume that let



pl,



A



- A2 - 4 - B



.. .,



ps



n



- 1. 2.



... .



k E Z



where



is fixed, and



x. zl,



...,



z



E No



are the unknowns, can be



reduced to a finite number of equations of type (4.1) with is not a square. Let



w



be a nonzero integer. and



be distinct prime numbers. We study the diophantine



equation



(4.2) with survey),



-1



s and



. Equation



A > 0



has a long history (cf. Hasse [1966], Beukers [I9811 for a



interesting



applications



in



Calderbank, Hanlon, Morton and Wolfskill



coding



theory



(cf.



Bremner,



[1983], HacWilliams and Sloane



[1977]. and Tzanakis and Wolfskill [1986]. [1987]). Examples of (4.2) have been 'solved n, ml,



in nonnegative integers



.. .



positive and negative dAscriminant cases)



.- I€-was



sham



.



.



We will study both the cases of (the 'hyperbolic'



A



by^ Hahler [1934] that )1.4(



solutions. For the case



A > 0



and 'elliptic'



has only finitely many-



Schinzel [I9671 has given an effectively



b Mignotte [1984a], [I984 ] indicated how in s o w instances (4.1) with method will work for any equation (4.1) with



s



-



or



complex, not



.



s -- 1



.



Moreover. his method



Pethi3 [I9851 has given a reduction



linear



forms



in



logarithms. As far as we know, none of the proposed methods to treat (4.2) gives rise to an algorithm which works for arbitrary values o f



. t



pi's



This



k and the --.. .=-.-- whereas Tzanakis' elementary method (cf. Tzanakis (1983)) seems to be



.



s .a -1Our method has both



chapter



is



organized



as



follows.



grovth of



(GnI



.



In the



Section



4.2



we



give



some



--



both



in the hyperbolic and the elliptic case.



The



hyperbolic case is trivial, and in the elliptic case we give a method for lG,(



< v



for a fixed



v E N



that has particularly good depedence on Our reduction algorithms are based on a simple case of p-adic diophantine



In



preliminaries on binary recurrence sequences. In Section 4.3 we study the



solving



w - s o l .



approximation, namely the zero-dimensional case. cf. Section 3.9.



p-adic



1



algorithm, based on the Gelfond-Baker method, to treat (4.1) in the case A > O ,



real



properties.



can be solved by congruence techniques. It is however not clear that his s > 1



They used



the only one that can be generalized to



computable upper bound for the solutions.



seems not to be generalizable for



using the Gelfond-Baker theory -by Hunt and van der Poorten



(unpublished).



. by



proving an upper bound for



n



v , and by showing how to reduce



such an upper bound. Section.4.4 gives upper bounds for the solutions of (4.1).



Section 4.5 treats a special case: that of 'symmetric'



recurrences.



For this special type of recurrence sequences our *duction



algorithms fail.



but elementary arguments will always work for solving (4.1) in these cases. Section 4.6 gives a lemma on which the p-adic part of the reduction procedure



Namely, if



is based, and some trivial cases are excluded. In Section 4.7 we give the algorithm for reducing upper bounds for the solutions of (4.1) in the case A > 0 , with some elaborated examples. The same is done for the case A < 0 in



P



common factor



Section 4.8. Section 4.9 shows how to treat the generalized Ramanujan-Nagell



LEMMA 4.1.



as an application of the hyperbolic case of (4.1).



equation (4.2).



example we btermine a11 integers x



such that



x2



+



As an



I



(G2sG3)



.



I



P



(GI.))



p 1 (G1.G2)



then



.



and if



p



and if P 1 (G



.Gn +1) then p 1 Gn for all "0 0 can be divided out in equation (4.1).



p



Let



n, ml.



....



be a solutionof (4.1)



i



either



assumptions. we have f o r



- 1. .... s



mi



7 has no prime factors



-



0



Then, or



I



(A,B)



then



n r no , so the



n



-



the above



0



or



larger than 20, thus extending the result of Nagell (19481 on the equation + 7 2n (the original Ramanujan-Nagell equation). Finally in Section



-



x2



4.10 we give an application of the elliptic case of (4.1) to a certain type of mixed quadratic-exponential diophantine equation, analogous to the application of the hyperbolic case to solving (4.2). As an example. we determine the solutions



X. ml, m2. n



of



Pi 1 Gn for 111 n Then, by 0.8 B ,



-



Now,



4.2.



Binary recurrence sequences. A. B. G ~ : G1



a



6



and



0



2



.



.



-



Then pi 1 A hence. from (4.3) and (BOG1) 1 , Thus. mi 0 or n 0 . Next suppose pi 1 B .



-



-



are algebraic integers. so their



nornegative. It follows that they are zero. Put



E



aD



Let



-



Suppose Pi 1



PrePf.



be given integers. Let the sequence



(GnIn4



E



Z



.



and for all



132



E



p



-



adic orders are i-A-p-A . Note that



0



be defined



by Gwl ,



--



Let



a.



fl



-



A-Gn -



- BSG*~



__



be the roots of



is not a square. and that



%-



x2 a/fl



-



for n .-



1, 2,



-



- A-x + B



-



... .



(4.3) -



0



. We



-



-



7-



assume that



A



- 4-B



suppose that (Go ,C1)



-



1



ord (A-/A) pi



is not a root of unity (i.e.-the sequence is



.



pi 1 6



-



.-Hence-la +



then we infer that 0



. Next
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.



suppose



ord (p-/A) pi



--



- pi 1 pi 1 E,



ord (E) pi



-



0



G n z for all -



-n



.



since



then



-



.



not degenerate). Put Since



*./A



and



*-/A



are algebraic.integers, the result follows. 0



Then



A



and



p



are conjugates in K



-



From Lemma 2.1 it follows that we may assume without loss of generaliq that



@(/A)



. It



is well known that for all



n r O



(4.6) holds for i 0 for i ord (w) pi is trivial if A > 0



-



--



.... s .... s . The



1. 1.



.



(4.1).



Since our aim is to solve



we see from (4.3) that we may assume without loss of generality that



-



and will,be treated in the next section for all t8



(cf. Shorey and Tijdeman [1986]. Theorem C.1).



Of course. we may also assume that special case s 0 in equation (4.1) A



.



-



4.3.



The grovth of the recurrence sequence.



E A > 0 . Note that



First we treat the hyperbolic case



la1 rr 1/31 , since the



.



lo1 >



sequence is not degenerate. So we may assume



u2



We have the



U;



following, almost trivial, result on the exponentiality of the growth of the m



sequence



-



(Gn)n-O



-



-



Let



--



C3



-(



THEOREM 4.4,



.



> 0



y



- A-max min (



---



C1



Note that



-A-p-A , (



. U; -



u2. u3



LEKMA 4.2,



A > 0



Let



.



la1 >



ProofL By (4.5).



If



n r no



then



no > 0



and



-



I G ~ ~ . ~ U lI ~-+ ~p - Q - ~ la I A I



lpl-1



A-max ( r, log E



max (



.



u2. u3



.



+



,



-



+



-



log(r/2- lp( ) + C1-C2 + Cl log(4.Cl/log



Let



. All



v E R , v 2 1 max



solutions



B) ) -4/log B



.



n r 0 of (4.7) satisfy



( v. 2. IGO.p-/~() .



.



it follows for



-



-



3.362~10~~-~~.~~-10~ C2( 2 -log(4-e-U3) e-~~) ,



4 n < C3 + --log n lGnl 1 y-lo1



u3



r, log B ) ,



Remark,



n r no that



jl-nr 7 .



Note that



C3



does not depend on



v



.



The following corollary of Theorem 4.4 is immediate COROLLARY 4.5,



A < 0



Let



. Any



n, ml, ..., m



solution



of (4.1) satisfies



We apply this to (4.1) as follows. COROLIARY 4.3, n 2 no



Let



A > 0 . Any solution



n. ml.



. . .,



m



of (4.1) vith



satisfies



lo1



Proof (of Theorem 4T4) .- Note that



-



We may assume n r 2 - -



Next we study the elliptic case



B



r 2



and



. Since IAI



-



Ipl



(a,@)



.



and



Let



(X.p)



v E R ,



A < 0



. Since



and a/@



is not a root of unity,



are pairs of complex conjugates, v



r 1



la1



- I@I



- i < c s i .



. Let



Let



-X/p



e



ko..klsZ



Ik 1 5 1 + A - n s n for j j .



Then



-



-



- 1/31 - /B



.



r (2



-



We hive from (4.7)



-



2ri-0 ' a/@ e ,with - A be such thar 1 j - $ + n - p + k



2ri-*-



0. 1



- -



J



. Put



-



exp (XI-(



-



""



-



for Lemma 2.4. Ve find -



SO



ql.



Algorithm H t e n u f n a t e s . I n e q u a l i t y (4.11) w i t h



solutfons with



N



*



2-Ni/qti



. we have



n



5



Ni



for



0 '



.



Again, let



N



be an upper



.



a qci-wj+n-Ptkjl+ n/qc i It follows that



LOPVT;



$.



Hence.



some then n



Algorithm I terminates. Inequality (4.11) with



N < n < N only the finicely many solutions found by the algorithm. Proof.



It follows that if Ni+l 2 no



-



-



.



i 2 0 . Then



q&i > 4 - N i ) i



(ii) ;



N* :-Ni ; SmP



and (cf. (3.5)). 2



ti such that



exist. choose the minimal



is a convergent of



Ikj l/n



J ~1 > 1/(ae1+2)-%



n d Ni



.



> 2-Ni/qti (if such ti does not



n a Ni+l



.



If



lqi' -$ji



5



- -



qci vo B-"I2



c 2-Ni/qCi



+ N i/qCi .



. then



-



new. reduced upper bound



for a11 but a finite number of



N*



n . (i) (initialization) No :- [N] ; compuce che continued fraction



explicitly given



-



.



-



1. . . . to , with to SO large and the convergents pi/qi for i > 2 - N / q . (If such Lo cannot be that qc > 4 - N O and 0 O &o so large that qc > 4-NO ) ; vithin reasonable take , fo-und -- -- - - . cine, 0 i:-0;



1q40-$jl



-



0



a



if



-Sj 1":; compute n 0 € Z qci no < qC , i t K no-pCi= 0 (mod q ) ; i i' n no is a solution of (4.11). & b print ~ an 1 K-



-



-



Ri+l :- 12-log(4-qC -v0)/log B] ; i (iii) (terminate loop)



. 4.4.



+



1 ; compute the minimal



-



-



-



--



-



if



Ni



-



ti



-. -



such that



is large enough.



Upper bounds.



In this section we will derive explicit upper bounds for the solutions of application of the p-adic Cheory of linear forms in logarit-. the s..e log n



Ni+l < Ni i :- i



-



( 4 1 ) both in the hyperbolic and elliptic cases. O u r first step is the



approprfate message ;



if



'



.



-



.



A



with



-



We remark. that in practice one almost always finds an



- .- -



compute K E Z



- .



+



-



-



(ii) (compute new bound)



t.



then K + napC kj'q&i 0 since it is an integer. qC .v0.~-n/2 5 i .By ( p ) 1 it f~llowsthat n no (mod q& ) . Since qti > Ni * thei i only possibility is n no If qL -v0-a-"i2 > , then n Ni+l £ 0 1 1 0 ~ ~ i 0 imediat~ly. ~f



ti 



such that



way in both cases. We use it to find a bound for



. Then we



vhich works in terms of



mi combine this with the results of Section 4.3 on the growth of



the recurrence sequence, which for the solutions of (4.1) yield a bound for n



in terms of the mi



In the case



(Corollaries 4.3 and 4.5).



c6 -



-



L Let



d



.



log max



Let



( le-~l~'~. I



be the squarefree part of pi pi



-



I



A



.



-1



For



i



2



if



pi



I



d , pi



2



if pi



-



2, d - 5 (mod 8)



pi



-1



.



D be the discriminant of Q(/A)



-



-



A



Put



. 18-~44-. 18.r./~l )



. In the case



1,



...,



s



put C,



otherwise, or if pi > 2,



e)-



PI P ~ - L -+P2fi ~ ~ log n ]3 0



The solutions of (4.1) with



mi 



log



n13



for



i



-



n 2 no 1,



)



+ min(O.log(~/lwl))



and put



.



A < 0 , put 4 - max { C3 + m-log(2-



-



IG~-P-/AI).



log



c ~ for ) ~



i



- 1.



...,



s



.



Then we have the following result, giving explicit upper bounds for the solutions of (4.1).



.



(i). If



satisfy



(ii). If



. . .. s .



Proof-



-P



( loglrl



.



lax ( 8-C4-(log 2 7 - ~ ~ - 841-C4 ~ ~ ) )~ . .



cgSi



otherwise,



THEOREM 4.9. 4.8,



( 2, loglA/pl/logla/81 )



no > max



-1 ,



i



2



let



log P /



C5 no 1 2



Assume that



.



A > 0



n, ml,



Let



A > 0



A < 0



..., m



n r no



and



then



be a solution of (4.1).



then



n < C7



n < C5-C6 and mi < C g e i for



and



m < C6 i



-



1,



(i). Corollary 4.3 yields n < C5-m . By Lemma 4.8 we now have 3 m < ~ ~ . ( l o g n ) ~ < ~ ~ - ( l o. g ~ ~ - m )



Rewrite (4.1). using (4.5). as If



C4-C5 > te2/3)3



-



, we apply Lemma 2.1 with



ve find rn < 8.C4.(log



a 4 0. b C4 - C5' h 2 2 7 . ~ ~ - If ~ ~C4.C5 ) ~ S (e /313 , then



.



-



3 , and



Then, by (4.6). n



2



< C5-m < C4-C5-(log n)) a (e /3)



-



from which ve deduce



-



n < 12564



3



- (log n) 3



,



-



. Now.



m < C4- (ldg h7 0



such that



grows exponentially with



Gn Hence



Gg b - p1



grows d&ly



C



yap



I Gn



grows exponentially with



4



.



Also.



n , as follows from Lemma 4.2 and Theorem 4.4. exponentially with C It follows that



.



-



Gn-Hn-Rn



l



as the mi tend to infinity. w-p1 -...-pss cannot keep up with G g(a) m is large enough, there exists a prime q ~t follows that ii



a



such that a . Now the sequences I Gg(a) but q t special divisibility properties, such as Rn



I Rm if and only if n I m ,



Sn



I



ord (S ) 2 n



Iord2(S3)



Now,



for all



n 2 1



q ( G



6



Sn



8 0



whenever



n



since for



+



A



fi



3-(7.



-



p



here. We have



a11



-1



8



1



8



-1



8



0



6



8



1



8



6



0



88



6



8



1



8



6



88



3



-



It follows that



ord (G ) 2 n if and o



odd



k



. Note



that



11



.



and



1



2 -11



such that



solutions with



. Note



m



2



E z r a m ~ l e ~Let (1+p)/3



.



~ 3 (mod-&) i Now,



-



88



Cn



q



n



. Hence



n A



. We



to the sequence



n



-



whenever



~



I



I



Gn



. Thus



F 3 G 1 factor



-



-



5. B



Hn



--



A-an



13, Go



G1



1



. Then



The sequence Gn



+ A-2 and



to



Rn



-



-



A



-



;'-IF2



( an



We find:



.



--



n = 8 (mod 12)



if and only if



4 (mod 12) ,



0 (mod 4) m s 3



. It



.



and in fact



and



-



Rn



Hn = 0 (mod 16)



if



11 1 Gn



- -



whenever



. Thus



16 1 Gn



follows from Section 3 how to solve



lGnl



I8



Gn



-



22.



.



We note that a process as described above can always be applied when dealing mention in the next section. It provides immediately a very sharp upper bound



.



A basic lemma. and some trivial cases.



-



i



q



-



n



.... s -



-



-1, 0



By Lemna 4.1 the pi-adic logarithms of 105~(a/fi) z 0



.



explicitly. --



-



1.2



- zn )/(



1,



2



has no



-27, a



A-an +



.



. But



11



23 1 Gn



.



- -d .



solve Gn



Hn



- -



23 , and indeed it is easy to show directly that 3 (mod 6)



and



the heart of our reduction methods for both the hyperbolic and the elliptic



q , distinct from Gn



Gn



-



-



11



n



is even or odd, and



G3 factors 2 , and



there is a prime



-



0 (mod 16)



cases. Let for



that it is not necessary to know the value of



if and only if



-



3 , according as



has nice divisibility properties. we have



We introduce some notation, and then give an almost trivial lemma that is at



z 0, so that there remain only three solutions:



In this case it is



A



or



has exactly 3



3



it is larger than and



G3



0



Rn



with a situation as in Lemma 4.10. There is an alternative way, that we will



4.6. 8



ordli(Cn) > 0



-



for the mi



G (mod 16) n G (mod 11) n 2 Gn (mod 11 )



Since



0 (mod 16) if and only if 4 n 0 (mod 12) . Note that G4-H4-R4 R12/3 -2 - 5 - 7 - 1 1 - 2 3. Considering 4 the sequences modulo 5, 7, 11 and 23 we find that 2 7 11 -23 1 Gn-Hn for implies



- 16, B - 1, Go - 1, G1 - 8, w - 1, pl - 2, p2 - 11 . Then 8 - 3-(7, A - -: . so A is a root of unity. Hence , for both p - 2 and p - 11 . Note that we have a sequence of type



Exam~le, Let



-



-



.



a I Gn . This gives an upper bound for the solutions of (4.1). those solutions a I Gn but q l Gn . We give two examples.



a



Gn



and only if



Making use of this kind of properties it can be proved that



.



have



.



for odd k



Skn



(Rn), (Sn)



- R3n/3



useful information on the prime divisors of



a



1



+



log((/(') /A-Q pi 3.p.



is related



-OL



)



conjkated



by



.



E



so



.



a/#



since the sequence



(G ) n



'



a d



/A-QP



also



.



bi E Q pi



lo$



and



A



exist. Note that



is not degenerate. Note that for 1



0



are conjugates, hence



Hence both numerator and denominator of



. Hence.



if Qi



fi



0



.



we can vrite



Bi



are in



-



...,



ord (ei) and u E ( 0 , 1, i.4 pi following lemma l o c a l i z e s the elements of ( C ) n terms of the pi-adic expansion of



where



ki



pi-1



for a l l



)



C



with many f a c t o r s



Pi



-



.



The



-



in



Section 4.3 s u f f i c e t o &a1 with t h i s inequality instead of (4.7). Another t r i v i a l case is t h a t of satisfy



JEHM 4.11,



Let



n



ord (Gn) Pi



Proof,



E



. If



NO



- gi



+



ord (Gn) pi



ei > l/(pi-1)



With



-



-



+



ei



-



-



( A ) (



Since



n



E



-



-



-



and max



5



ei



+



SO.



ord ( n a i ) Pi



ord (ai) < 0 Pi



(



f



+ ord



we have



-



[b]n-[~]] -



~ ~ d ~ , [ [ $ ] - b ] ~ - l ].



ord (0 pi and i t f o l l a t h a t



1



ord pi



we



[ n.logpi b] +



ord ( n a i ) pi



> l/(pi-1).



have



+ logpi



Hence



[$] ]



i



- 1. ....



4.7.



r



-



r



ord (ai) r 0 Pi d i g i t s uiSC of



s , and t h a t i n f i n i t e l y many



pi-adic



-



for a l l



ei



are



The reduction algorithm i n the hyperbolic case.



The case where a l l pi-adic



4.9.



n , ml ,



.. ., m



.



of (4.1)



I t is based on



be an upper bound f o r



N



For example,



N



-



-



-



n



f o r the



a s i n Theorem



C5 C6



,



.



-



.



A > 0



F i r s t we give the reduction algorithm f o r the case



from a c e r t a i n point on are a l l zero has been d e a l t with i n



the previous section. But t h i s case can a l s o be d e a l t with a s follows. Note



ei



. Hence



nonzero.



.



fi



W e have t o exclude some t r i v i a l c a s e s - f i r s t .



that



ord (ai) pi



Thus we may assume without l o s s of generality t h a t



solutions



ai



-



(ai).



Lemma 4.11 and Corollary 4.3 only. Let



d i g i t s of



ord (t1-6~) pi



pi



ord (0 ordPi(logpi(l+O). pi ord (Gn) + ei pi



Z



mi



ord pi



)



fi



.



+ ord ( n a i ) Pi



By Lemma 4.1 we have ord (Gn) pi



-



mi



.



- ei



mi 5 l/(pi-l)



then



ord (ai) < 0 . Then the solutions of (4.1) pi by Lemma 4.11,



holds f o r a11



i



-



1,



.



... -



s



with the same



from lpm 4-10, Thus, by L e a a 4.11,



m i s max ( gi Then we have, i f



A



+



1



ord (n-r), pi



-



- ei



) s



gi



+



r , which i s the -. __



-



1-+ ord



__



(n-r)



pi



--



. (4.12)-



> 0 , by Corollary 4.3,



AII;ORITHn (reduces given upper bounds f o r (4.1) i f a.



B,



proof of Lemma 4.10 y i e l d s



f o r some constant



vO



bi



. Only



-



n



can be derived. And i f



for



n



111



< 0 , the



0 , whence, by (4.12).



minor changes i n the r e s u l t s and algorithms of



-"o



- lPl-l~/Bl



hi :- ord (A) pi



+



+



no



r



>0



.



.



( i) ( i n i t i a l i z a t i o n ) Choose'a n Y :-



A



N



Qufaut: new, reduced upper bounds -Hi -for



gi :- ord (A) pi from which a good upper bound f o r



..., pS,



A. P. w, pl,



A



0



mi



-.... s



f o r bi--&



such that



.



1



).



ng >



2



pi



-



pi



r



5



if



pi



if



112



if



3



}



for



i



-



1.



*



. d - N



-



log(p/A 1/log1 a/B I ;



ord ( l o ~ ~ ( a / p ) ) pi 3/2 1



.



.... s



;



i



ei's) Compute for



(ii) (computation of the



-



1.



.... s



the first



ri



pi-adic digits uiSc of hence. by



u



2 0 , i*si.j



-



-



i + O ; pi r N o a n d u i. ri :- ri + 1 (iii) (further initialization, start outer loop) s i ,o i 1. ..., s ; j :- 1 ; where



ri



is so large that



for



-



(iv) (start inner loop) i :- 1 ; K, :- ,false, ; J (v) (computation of the new bounds for mi , terminate inner loop) ( s € N 0 I p ; ~ N :-.in isj 1 -1 Ff si,j < si,j-l then K ,true, ;



and



s



J



Ff



i < s



u



i.s



r



which contradicts our assumption. Thus, mi Then from Corollary 4.3 it follows that



hence



. 1



n , terminate outer loop)



N



N N r n O and K j J j :-j+l;w(iv);



D E O R E n 4.12,



-



(



N ~ .no



ni



(



hi. gi



:-



J



In general, one expects that



is about as large as



1,



.... s



.



will not be much larger than



p:i'~



will be zero. Then



log N . In practice. the algorithm will often j-1 four steps, near to the largest solution. The s , the bottleneck of the algorithm is the



computation time is polynomial in



siej )



for



i



-



1,



...,



s ; &gp.



the above assumptions, Algorithm P



Equation (4.1) wit91 A > 0



-



0



i.e. not too many consecutive pi-adic digits of



Remark 2,



Petha I19851



For a prime



With all



i



computation of the pi-adic logarithms.



: +



for



-1-



terminate in three or



N* :- ux



i.J



n < N



Remark 1.



if



gi + s



+ O 1 ;



---



(vi) computation of the new bound for



d



has no solutions with



N



*5



n



terminates.



< N , mi > Mi for



n 2 0



smallest index pi-adic limit



gives for



s



-1



a different reduction algorithm.



he computes the function g(n) , defined for



pi



lim g(u)



such that



Cn



+



0



and



py



I Gn



.



u



E



N



as the



Note that if the



.



exists, then by Lemma 4.11 it is equal to



UiQ A



Proof. exist



-



ri with the required properties. It is clear that



and that



-



is assumed to be infinite, there



Since the pi-adic expansion of



.



t 0



Si.j 1. i



2.1 holds for all j



hold for all



j



j



.



that For



j



-



-



for i 1, .... s , and i.J 0 , it is clear that n < No Suppose



mi



gi



+



s



n < N for some j r 1 . Suppose there exists an 1-1 . From Lemma 4.11 we have "i > gi "i,j +



.



.



i



such that



- +I



-- -



If B



k 3.



A > 0 ), we can extend the sequence



(hence



-



- d



(Gn)&



to negative indices by the recursionformula



1.0 ' Since



-I



We prove by induction on



-i



ri < s



-



algorithm terminates. n < N



$



r 1 s N . So si#j si#j-l j j-1 s for all there is a j such that N S no or si, 1.j-1 j s . In the latter case, K remains ,falsei ; in both cases the



N



...,



s



--



----



--



m



Gnel (cf. (4.3)). with



n E Z



for



(cn)-&



Note that



-



A-B-Gn



- BSG,+~



for n



Then (4.5) is true for



-



0. -1, -2,



...



n < 0 also. We can solve equation (4.1)



not necessarily nonnegative, by applying Algorithm P twice: once



, and once for the sequence GA



-



.



~~-(p.a~+l-B") and



(G;I)L



, defined by



C;I



-



G-n



.



Now. instead of applying Algorithm P twice, we can mpdify it, so that it replace



n



e2



n E Z , as follows. Lemmas 4.8 and 4.11 remain correct if we



works for all by



.



In1



In Theorem 4.9



the lower bound for



no



must be



so



-



0.A9359 05530 7330A LA223 96230 3A006 A3366 83368 8270 .... ,



r1



replaced by r2



( 2. Iloglr/All/logla/BL



no > max and



llog



7 has to be replaced by 7



-



0"'



( IAI - Irl -la/BI



, lrl



-



ri



then



pi+2



i pi z N 0



and



u. + O , l.ri



i



2 No



and



u



i,ri-1



and similar modifications have to be made in step (v) for changes. Theorem 4.12 remains true with



n



replaced by



*



. With



these



S L ~



In1



Let



+



2-/2.



a



-



and



3



A



-



32



-



A



B



. With



modifications



of



-



6. B



1, Go



-



2-/2. A



no



e60



-;3



-



Reaark



3



-



-



s



-



i



(v)-(vi)



slS3



(v)-(vi)



sle4



-



1. G1



1 + 2-/2 )/4./2, p



-



4. w



-



1. pl



we



have



-



2. p2



-



11



.



Then



( -1 + 2-/2 )/4-/2



,



C4 < 2 . 4 9 ~ 1 0.~With ~ the



1 . 1 4 2 ~ 1 0 ~we~ find above



-



7



> 0.323, C,2



.



-



< 1.76,



2:1.1; C6 < 2 . 6 2 ~ 1 0 ~ C ~ .- C < 4 . 6 2 ~ 1 0 ~ ~Hence a11 solutions of - - 5 .- ---- -Gn ~ a.x ( y . m 2 ) < 2 . 6 2 ~ 1 0 .~ We ~ perform the reduction satisfy In1 < 4 . 6 2 ~ 1 0 ~ m -



Algorithm 0.u u u



2..



P step by



. and



symbols A. B, C,



if



...



).



step.



(We .write the p-adic



p > 10



In1



S



-



90, s2,1 1



s 2.2 6, s2,3 6, s2,4



- 29, K1 -



-



2. K2 1. K3 1, K4



5, ml 5 6 . m2 I 2



n



(



-5



4



-3



-2



Gn



1



2174



373



64



11



-



. We



&trueL. N1 < 76.9 ; *true..



N2 



8.7 ;



,true"



N3 



5.8 ;



,false.,



N4 



5.8



2 n



-



.



have



1



So there are 5 solutions: with



4.8.



(



).



0



1



2



3



4



5



1



4



23



134



781



4552



-3. -2. -1. 0. 1 .



.



We conclude this section with an example. Examle,



> No



v



u. + p - 1 ; l,ri



z u



i.ri



6. 112'



289 > No 1.



slS1



r -1 Pi



(since u,,



-



(v)-(vi)



Hence



if



29



Ul,go



~ ~ , ~ - 9 1 . ~ ~ , ~ - 3 0 ; ~



111



should be chosen so large that



-



-



(since u 1.89



(iii)



Similar modifications should be made in step (i) of Algorithm P. Further, in step (ii),



- 90



-



number--^^^-^^ to



as



we denote the digits larger than 9 by the



The reduction algorithm in the elliptic case.



We now present an algorithm to reduce upper bounds for the solutions of (4.1) in the case



A < 0



of H and I. Let



.



N



The idea is to apply alternatingly Algorithms P and one be an upper bound for



n , for example



- C7



n



as in



Theorem 4.9. -



-



C-R ) .



for (4.L) in-the case-A



bLCORITIl C. (reduces upper.bounds



a, B, A , C D P ~ .-.., ps, N * Put~ut; new, reduced upper bounds N



-J



i



-



1.



for n , and



Xi



for



P-



..., s .



i



for



(i) (initialization) No :- [N] ; j :- 1 ; gi :- ord (A) pi



+ 3



(ii) (computation of the 6;'s. first



if pi



- ) 2



9 , Ip )



ri pi-adic d i g i t s u



i.C



of



-



1.



Compute for



i



for



i



.... s



-



;



1. ...



.



s



the



> 4 - Nj and



qC



-$I> 2 .



(qc



J



1



~ ~ /(ifq such ~ ~



does not e x i s t , choose the minimel where $



-



ri



pi' 2 N o



i s so large that



u d0;compute i,ri , and the continued fraction



Log(-X/p)/2si



+1



) ; j :- j



qc,J



and



J



such that



; g g & ~ (iii) ;



i



for



(v) (termination) N* :- Nj-l ; Hi :- Hi,



tj



-



1.



.... s



; STPP.



The following theorem now follows at once from the proofs of Lemmas 4 -6. 4.7 and Theorem 4.12.



with the convergents



for



pi/qi



q < N 2-N /q



~



and



mi



> Mi



for



i



-



A



.. . . s



1.



0



has no



, apart from



those spotted by the algori t m .



'0



O amount o f time,



qco



> 4-NO otherwise;



(iii) (one step of Algorithm P)



For



i



We conclude this section with an example.



- 1. .... s



put



H : - m a x ( h i , g i + m i n t a ~ N o ~ P ~ ~ aNn d u .rOI); i.J j-1 i,s (iv) (one step of Algorithm H or I)



if



$-0 then A -



:- =(al



.



; v :- Iwl-



j



choose no r 2/log B



B



---. -



-



let ( 2



A



-



+ 4-7



1, B



-



)//-7



r v/2- lpl



/no



2, GO



. Let



;



w



a



n



No



7.42~10~'



. We



have



-



-



-



~ i .w qith ~ 3-1



Now we choose to



< Nj-l compute the minimal



C j



1



-



v



-



-



-



and k2



D > 1 . Let



-



be



c



N(c) fl . It is well fall apart into a finite



+t ----there -be-



T such classes, (md



class the solution v 7.0' w r,O such is minimal. Then a11 solutions - of



hr,n. w



vrs0



> 1



- D - v2



number of- a s s e s of associated solutions.



v2



-



D



known that the solutions v, w



equations



with



- 1 . then (4.16) and (4.17) are trivial. So assume 1



If



-



w r.0 ./D



, with



.



That is.



and



( v r S n)*n _ _ -



are linear binary recurrence sequences. Now. (4.16) and (4.17) (wr,n1* n--reduce to T equations of M e (4.1). If k2 1 , then T 1. rl c. -1 If k2 1 2 - 0 . k 2 * 1 thenit is easy toprove that 7 : Ik21-c. 7i- c -1 , SO that 7 k c



.



-



.



-



-



-



-



with



c ( 2 - D , and either



y



or



z



composed of factors



2



and



11



only.



1. D



-



7 ;



We have : In both cases. (4.16) and (4.17) can be solved by elementary means (see Section 4.5, of related interest are Stsrmer [1897], Mahler [1935], Lehmer



(i)



z1 even, z2 even, y



[1964], Runsey and Posner (19641 and Hignotte [1985]). If k2 1 2 - 0



(ii)



z1



(iii)



zl even, z2



odd, y



(iv)



zl



odd, y



apply the reduction algorithm to one of the equations



- n



s



w



r ,n



B



- fl .



.



-



v



then we mpi-1 ,



s



fi



-



i-r+l negative. since



odd, z2 even. y



?*"



m. pi1



. Note that n is allowed to be i-r+l so we can use the modified algorithm of Remark 3, Section 4.7.



odd, z2



-



. -



z1/2 z2/2 2 -11 z x/7, (z1+1)/2 z2/2 2 -11 z x/7. z1/2 (z2-1)/2 x, z 2 -11 (zl-1)/2 (z2-1)/2 , x, z 2 11



. -



-



-



c c c



c



-



2. D -7, D -7, D



-



14 ;



-



77 ;



-



154



.



In the first example of Section 4.5 we have worked out case (i). We leave the other cases to the reader.



Thus we have a procedure for solving (4.2) completely. It is well known how the unit



r



and the minimal solutions



v



w



r ,O' r ,o be computed by the continued fraction algorithm for



for



/D



r



.



-



...,



T can We conclude this 1,



Equation (4.19) can be solved by the reduction algorithm. Again we have four cases, each leading to an equation of the type



section with an example. It extends the result of Nagell [I9481 (also proved by many others) on the original Ramanujan-Nagell equation x2 4.14,



The only nonnegative integers



prime divisors larger than



20 are the



16



x



such that



+ x2



-



7



+



.



2z 7



with either



has no



in the following table.



y



or



z



composed of factors



-



(i)



z1 even, z2 even, y



(ii)



zl



(iii)



zl even, z2



odd, y



(iv)



zl



odd, y - x , 2



odd, z2 even, y



odd, z2



x, z



- x. z



-



x, z



2



and



11 only. We have



-



z1/2 z2/2 2 -11 , 1 - / 2 z2/2 2 -11 z1/2 (z2-1)/2 2 -11 (z2-12/2 , - 2 -11



. .



-



-



c--7.



D -



c--7.D-



c c



-



-7. D -7. D



1 ;



-



-



2 ; 11 ; 22



.



Case (i) is trivial. The other three cases each lead to one equation of type (4.1).



In the example in Section 4.7 we have worke?



out case (ii) . With the



should be able to perform Algorithm P by h a o r



roiEming data the &r



the cases (iii) and (iv), thus coaplering the proof. In these eases is a correct upper bound. Proof,



Since



-7



is a quadratic nonresidue modulo



we have only the primes x2



+



7



.



2. 7 and 11



3. 5, 13, 17



left, Only one factor



and



19



.



Case (iii):



a



-



10



Case (iv):



a



-



197 + 42./22



+



3-dl1



. X



( 2



+ dl1



)/2-(11



,



7 can occur in



thus we have to solve the two equations



Equation (4.20) can be solved in an elementary way. We distinguish four cases, each leading to an equation of the type



,



X



-



( 9



+



2-422 )/2-/22



.



N < lo3'



4(X,Y)



-



n v-q



(0)-(z)-



with



I pemarks, 1. The computation time for the above proof was less than 2 sec. 2. Let



4(X,Y)



-



coefficients, and p I,



integer, and



a.x2



+



-



b2



....



Ps



Ci



4-a-O(X,Y)



-



where



b - X - Y + c-y2 be a quadratic form with integral



-



4 - a - c positive or negative. Let



k



be a nonzero



4.10.



y



-



a-X



n (a-v-q



.



Hence we have the equations in algebraic numbers



- a - 3 - Y- -y --n"2



is composed of



a-3-Y



.



Note



'



I



a-X



-



- a - 3 - Y -y - r"2



*



o , units, and common divisors of



that there are only



finitely many



- a-@-Y



and



choices for



y



a-X



possible. Thus. (4.21) is equivalent to a finite number of equations



distinct prime numbers. Then we note that



2 ( 2 e a - ~ + b --~ A)-~Y ,



so that the diophantine equations



in integers X z 0



a-X



is equivalent to finitely many ideal equations



and



zl.



or, if we put



.... zs



E No



, can be solved by our method.



Q



A



-



y/a- (3-B) and



Gn 2



-



A-/*



+



,



-



(G In is a recurrence sequence with negative discriminant. SO "2 2 (4.22) is of type (4.1). and can thus be solved by the reduction algorithm of



Here.



Section 4.8.



A mired quadratic-exponential equation.



D > 0



is not solvable



In this section we give an application of Algorithm C to the following



Before giving an example we remark that (4.21) with



diophantine equation. Let



with the methods of this chapter. This is due to the fact that in with



D > -0-



-



there are- infinitely many units, hence



-



- -



be a quadratic form with integral coefficients, such that D negative. Let



q, v, w



be nonzero integers, and



pl,



-



..., ps



- 4-a-c



is



distinct prime



numbers. Consider the equation



replace



qn by



---



.



-



y



t b2



. Another generalization of- eqbation n q,i . This-problem is also not solvable by



-



possibilities for



t 2 2



. -These problems



Let



Q(h)



@.



.



equation



3



~ y ..., ,



be the roots of



There exists a (r)-(?)



-



ms € N o



e(x.1)



-



0



.



We finally present an example.



. Let



h



be the class number of



r E 0(ID) such that we have the principal ideal



(qh) . P u t



n



-%+



h-n2



.



with



0



a nl < h



.



Then



is to



can however be dealt with using l u l t i - d i ~ e n s i o ~ l



thesis. See Chapter 7.



n.



(4.21)



the method of 1-1 this chapter. since it does not lead to a binary recurrence sequence if approximation techniques. that are presented



in integers X , and



o(/D)



infinitely many



in other chapters of



this



mEOREM 4.15,



The equation



in X E Z, n, ml, m2



No



E



has only the following 24 -



solutions:



--



The results of this chapter have been published in de Ueger [1987~]. 5.1.



Introduction.



Let



S



be the set of all positive integers composed of primes from a fixed



finite set



(



pl.



. . .,



ps



)



, vhere



s 1 2 ,



and let



.



6 E (0.1)



In this



chapter we study the diophantine inequality Proof



8



Put



-



( 1



x2 - X - Y +



+



. Then



/-7 )/2



2.2



- (x-8.~)-(x-3-Y) .



in



x, y E S



. We



give explicit upper bounds for the solutions. and ve show



how the algorithms for homogeneous, one- and multi-dimensional Note that a(/-7)



has class number



1 , and that



diophantine



approximation in the real case, that were presented in Chapter 3, can be used for finding all solutions of (5.1) for any set of parameters



Suppose



7



1 X



-



8 - Y and



On the o t h c hand,



X



-



y



I X



y



I 11-2"



- fl-Y are coprime. Thus we



.



-



3.y



. Then



1



It follows that



y



6



(P-/~)-Y - - 4-7-31' - 7m2



- 21 . hence



X



-



.



For



s r 3



s



Tijdeman [1973] (see also Shorey and Tijdeman [l986]. Theorem 1.1) shoued that there exists a computable number c , depending on that for all



f



-



being Independent. Hence we have to



solve



,(J) n with : :



c



so that)':6 i



-



x, y E S with



-



-



C;j)



- 2.~2:



- ci2) -



1. 2 , and



- 3y.7 - , -



A(J).Bn+~(J).gn



$ ( ' )



for



1. Gil)



- -+(2)



2



j



1. 2



3, Gi2)



.



For



j



for j and



-1



-1



-



Thus. for any solution of (5.1) a bound for



- I(~)-



. Note



,



(24-7)//-7



-



that ) ' : 6



-



y



x. y



-k



follows. Stermer [I8971



with



k



-



1. 2



vith an



example of Section 4.8. It is left to the reader to solve (4.22) for



-



1



.



solve this equation for arbitrary k E Z For the one-dimensional case b 2 , Ellison (1971 ] has proved the following result: for all but finitely



s



-



many explicitly given exceptions, for



we have solved (4.22) in the



This can be done with the numerical data given for the case j



x



only, such



max(pi)



elementary method (see also Xahler [1935], tehmer [1964]). Our method can



1, 2 ,



~(l)



.



x >y r 3



showed how to solve the equation



m



. - . . Ps.



the continued fraction method (cf. Section 3.2) is used. For 3 we use the L -algorithm for reducing upper bounds (cf. Section 3.7).



8 - Y and



have tvo possibilities:



in each equation the 2nd- and 3rd



P1.



-2



j



.



-



2



.



all



x. y



E



N



-



3Y 1 > exp(x- (log 2



-



1/10))



for



Cijsouw, Korlaar and Tijdeman (appendix to Stroeker and



Tijdeman [1982]) have found all the solutions x, y E N



of the inequality



0



for all primes Rcpark. The computation time for the above proof was less than 3 sec.



.



I 2X



p, q



with



p < q



< 20



.



and with



6



-1.



We shall extend



these results for many more values of



p, q



and with



6



-



0.9



.



Further, we



determine all the solutions of (5.1) for the multi-dimensional case



.... p6



pl,



(



- 1 2 . 3, 5. 7. 11. 13



)



)



t



-6



, A



6 - L .



with



> exp ( -(log X + log(e-log ps)) -C1.(1-6) -log p1 )



.



Combining this with (5.3) we find In Section 5.2 we derive upper bounds for the solutions of (5.1). In Sections



X < C1-log(e-log ps) + log 2/log pl



5.3 and 5.4 we give a method for reducing such upper bounds in the one- and



+



C1-log X



multi-dimensional cases respectively, and work them out explicitly for some examples. Section 5.5 contains tables with numerical data.



The result now follows from Lemma 2.1, since



5.2.



With Ex-~l es, 19 C2 < 1.97~10 .



Upper bounds for the solutions.



We assume that the primes are ordered as x, y



of (5.1).



. ..



p1 



z E N



the finitely many



< p,



for which



.



X



(x.y)



-



pi



5



- 6 , 2 m pi a 13. 6 - 1



199, 6



I



-



0.9



.



we have



17 C1 < 2.30~10



36 Cl < 8 . 3 7 ~ 1 0 ~C2 ~ .< 1.35~10



we find



With



s



5.3.



Reducing the upper bounds in the one-dimensional case.



.



.



is also a



- 1 . Put



-



- 0.9 . and



run pl. p2 through either the set of primes below 200. or the set of non-powers below



s



In this section we work out the examples max ord (x-y) . ULcs pi



2. 6



p2, 6



50. We note that for any other set of parameters p



Put



the method works



similarly. We prove the following result.



THEOREM 5 - 1 - The solutions of (5.1) satisfy X < C2



proofL



]if y



5



y > A2 - x



. put



A



A-x



-



.



THEOREHL



(a)



with



primes such that



p



p2



x



-



then



log(x/y)



f >x -y . Then



a y



; uhrcx



1



co%Gdicts--y-r



. So



--



- 0.9, -



or



6



.



< p2 < 200



p



r



xl, x2 E 2 . x1 z 2, x2 -



min



and



2. and either



6



-



-



-A



-



-XI



- --



.



[ pl



.



X2 p2



-> 1015-



.



.



(5 -5)



---



-



(b) max(x.y)



The diophantine inequality



.



has only the



By



2, 2



> e2



1



For a solution



z-x, z-y



solution of (5.1) can be found without any difficulty. Therefore we may assume that



-



s



C



.



X



2



r pl , we obtain



5



77



solutions listed in Table I.



The diophantine inequality (5.4) p1 < p2



5



50



and conditions (5.5).



with



pl, p2



has only the



non-powers



such that



74 solutions listed in



Table XI.







A



< 21-6.p;(l-6)-X



We apply Waldschmidt's



result. Lemma 2.4. to



that the * independence conditione p



r 3 we have Vi i



-



log pi



for



[0(/PI,



i



A



.



with



...,/Pn) :O ]



r 2 . Thus



n



-



2"



s. q



-



2



.



Beeprks. Note



"delta"



The Tables are given in Section 5.5.



In Tables 1. I1



the column



gives the real number with



holds. Since



1



X1 P,



- P2X2



I



-



t



"n



x1



I P1



x2



' P2



delta



1



Note that in Theorem 5.2 we do not demand



(x1.x2)



- . 1



and in Theorem



5.2(b) we do not demand chosen, min



(



since



t o be primes. The conditions (5.5)



p2



numerous



) + 10''



pyl, p2:



Proof,



the



pl.



solutions



of



(5.4)



with



-



6



W e f i n d from (3.7)



are



0.9



and



Lemma 3 . 1 f u r t h e



and i f



then (5.3) holds f o r



.



>



expansions and



log pl/log



s i n c e i t i s easy t o f i n d the remaining solutions. Let



p2



the



have



subsequently f o r (5.10).



and l e t the convergents be



1



. First



A



-



for



rn/%



we show t h a t



n



-



(qk.rk)



1. 2.



. .. .



-



xl



We may assume t h a t



case:



. For



so that



if



x1



. We



computed the continued f r a c t i o r



a11 numbers



I t is possible,



convergent t h a t s a t i s f i e s (5.9)



, hence X



x1 2 x2



-



(x1,x2)



convergents of



i n the l o g pl/log p2 mentioned ranges f o r pl, p2 exactly up t o the index n such that 19 ( c f . Section 2.5 f o r d e t a i l s of the computational qn-1 S 1 . 9 7 ~ 1 0 < qn e checked a l l c o w e r g e n t s f o r (5.9), and method). Note t h a t n S 93 . W



the simple continued f r a c t i o n expansion ( c f . Section 3.2)



-



k I 92



.---



we assume t h a t



(x1,x2)



, hence



k I 92.996



qk/10 1 1%P2 , ak+l > -2 + p1 qk 20-1



can be found without much e f f o r t .



Write



p;



that



y i e l d s : i f (5.3) holds then



< x2 ,



-



pl



a5



15, p2



-



-



51. r4



but f a i l s (5.10).



23 , with



-



19, q4



-



though u n l i k e l y ,



log 15/log 23 22



. Now.



-



t h a t t h e r e is a



We met only one such a



[ 0 , 1 , 6, 2, 1 , 51,



...I ,



(5.9) holds b u t (5.10) f a i l s , s i n c e



then x2.10g p2



- xl-log



p1 > X.[



log p2



- log p1



199



)



-,



2 X.log 197



is true. But



and from (5.3) and (5.6) we then i n f e r 0.0101







a 0.0101-X < X-log



A



< 2°.1-10-w



0.0034



-



-



. < 0.002771.. . 1 0 ~ ( 1 5 ~ ~ - 2 3 ~ ~ ) / 1 0 ~ ( 20.9008. 3 ~ ~ ) .. > 6



W e have i n t h i s case



A



0.002714..



-



20.1.15-2.2



.



This example i l l u s t r a t e s tha-t (5.3) is weaker than (5.1). Therefire a l l found



.



solutions of (5.3) have been checked f o r (5.1) as v e l l . The proof i s now completed by the d e t a i l s of the computations, which we do not give here. 0



which i s contradictory. Next we prove t h a t



The computations f o r the proof of Theorem 5 3 t o o k 3 5 sec. Namely,



X a 80



suppose the contrary.



. This



1



contradicts



X2



:::',- :I



2X/10



Then



3.1-X



>



21 0 'p:







with



.



rl



.



and



9 . 4 0 x 1 0 ~ ~ SO L e u 3.4



yields



Then This is l a r g e r than XI



Lemmas 5.3



and 5.4



a r e refinements



of



Lemma 3.8,



-



Xo



. By



so



X d 1350



basis



of



1.64.



.



.. x 1 0 ~ ~ s o



(5.11) holds with



Lemma 5.3 we f i n d



i n t h a t they



xi . Moreover, Lemma23.3 has slightly sharper condition and conclusion than Lemma 3.7.



d i f f e r e n t - i a t e between the d i f f e r e n t



-



/(4- 62+5-12) .x0



. Next



the



we choose



corresponding -



-



C



-



-



---



1s-1 > 2 . 7 1 ~ 1 0 ~. Hence C(I',) - /1;9-1350 1.64.. .x104 Hence



-



y



.



2-



-



r,



lattice



1 , and



Xo



--



was



> 4.;9x104



.



-



1350



c6mputed, which



5.3 y i e l d s f o r a11



i



. The



and is



-



1.



reduced



we 'found



larger



.



...



than



6



-.



and it follows that



THEOREH 5.5,



The diophantine inequality



Next ve choose



X



in (x.y)



x,



-



Y E S - ( 2 l -



1 has exactly



...-



605



13X6



1



xieN0



for



solutions. Among those.



i-1.



....



571 satisfy



6 1



(A(



>



lo6



C



-



1012. 7



-



lo4 .



We use



Lemma 5.4



then (5.13) holds by (5. IS). and Lemma 5.4 y i e l d s



as follows.



If



All vectors



1 1 1 < lo6



in the corresponding



lattice



r3



sa~isfying (5.15)



and



have been computed with the Fincke and Pohst algorithm. sf.



Section 3.6.



We omit details. We found that there exist only two such



vectors, but



they do not correspond to solutions of



solutions of (5.1) satisfy (5.16).



I X I > 5x10'



Next, we choose



C



(5.1). 8 10 7



Hence all



- . -



lo4



.



If



mle 1- (Iheoreo 5.2(a)) : see p . 114-115. - -.



then Lemma 5 -4 yields Table 11, (Theorem 5.2(b)) : see p . 116-117.



There are 143 vectors in and



IX I



I5 x 1 0 ~



. Of



the corresponding lattice



r4



satisfying (5.16)



them. 2 correspond to solutions of (4.1). namely those



with



Both also satisfy (5.17).



Hence all solutions of (5.1) satisfy (5.17).



a bound for



[XI



At



C, 7 , and



this point it seems inefficient to choose appropriate parameters



to repeat the procedure with. But the bounds of (5.17) are



small enough to admit enumeration. Doing so, we found the result.



0



RelPark. Theorems 5.2 and 5.5 find applications in solving other exponential diophantine equati;as, see Stroeker and Tijdeman [I9821, Alex [ 1 9 8 ~ ~ ] , b [I985 1, Tijdenan and Wang [1987]. and Section 6.4 of this thesis. RemarkL The computation of the reduced basis of rl took 113 sec, where we - - -3 applied the L -algo'ritinas~describ&f-it In Section 3.5, i%-1Tsteps. The direct search for the solutions of (5.17)



took 228 sec. The remaining -



--



-



log pi up to 250 decimal digits, of the reduced basis of I'2 , and of the short vectors in r3 and r , ) took 8 sec.



computations (computation of the Hence in total we used 349 sec.



5.5.



Tables.



(Throrrm 5.2(.)). 1



C C P



PI



XI



2 3 2 5 2 2 2 7 2 3 3 13 19 31 2 13 2 7 19 2 2 5 13 17 7 61



3 3 5 3 7 7 8 3 9 7 7 3 3 3 15 7 50 18 12 51 51 22 14 13 19 9 23 23 11 12 16 24



5 5 29 23



II 5 37 29 23 23



II



II



12 13 13 17



1



I



P:'



P2



x2



I



8 27



3 5 3 11



2 2 3 2 2 3 5 2 2 3 2 2 2 2 2 4 9 7 8 12 8 7 8 7 7 7 9 11 7 10 9 9 10 9 8 10 8



;1 128 I 1128 1 256 343 512 2187 ' 2187 ' 2197 6859 29791 32768 627 48517 1 12589 99068 42624 I 62841 35979 10449 2 21331 49190 66161 2 25179 98136 85248 2 25179 98136 85248 2 38418 57910 15625 3 93737 63856 99289 9 90457 80329 05937 11 39889 51853 73143 1 1 69414 60928 34141 1 1 92092 89550 78125 1 I 92092 89550 78125 12 20050 97657 05829 21 91462 44320 20321 45 94972 98635 72161 59 60464 47753 90625 177 91762 17794 60413 353 81478 32054 69041 504 03636 19364 67383 504 03636 19364 67383 505 44702 84992 93771



II 5 3 19 23 13 47 47 83 173 181 89 47 149 83 19 83 157 89 193 1'97 197 4!



199 43 71 73 53 889 163 59 163 1



1



P;: 9 25 27 121 121 125 243 361 529 2197 2209 2209 6889 29929 32761 627 42241 1 1 1913 04731 02767 1 63043 64614 03549 2 25229 22321 39041 2 21331 49190 66161 2 25229 22321 39041 2 35124 32775 37493 3 93658 88057 02081 9 97473 03260 05057 I 1 51499 04768 98413 1 1 51499 04768 98413 1 1 69414 60928 34141 12 20050 97657 05829 I2 35866 42791 61399 21 61 148 23132 84249 45 84850 07184 49031 58 871 58 67082 67913 174 88747 03655 13049 350 35640 37074 85209 498 31141 43181 21121 511116753300641401 498311414318121121



delta



I



0.00000 0.21534 0.48832 0.28906 0.40575 0.22754 0.46694 0.49512 0.45416 0.29941 0.40194 0.32293 0.38504 0.47828 0.18716 0.48703 0.85259 0.80898 0.88568 0.88532 0.76159 0.87942 0.76282 0.86560 0.87594 0.88743 0.89343 0.89862 0.88268 0.88656 0.84059 0.88642 0.89785 0.88568 0.89040 0.89536 0.89580



I



I



,



I I



1



a(Theorem 5.2(b)). I



PI



2 3 2 2 5 2 2 6 2 7 2



2 6 12 2 3 3 13 I5 6



I



j



XI



''



3 3 5 5 3 7 7 3 8 3 9 10 4 3



1'



I1



I



7 7 3 4 7



I



'



'



I



' t



P;'



8 27 32 32 125 128 128 216 256 343 512 1024 1296 1728 2048 2187 2187 2197 50625 2 79936



'



p2



s2



3 5 3 6



2 2 3 2 2 2 3 2 5 2



II II 5 I5 3 19 23 10



II



42 45 13 47 47 37 23



2 3 3 2 2 3 2 2 3 4



pi:



9 25 27 1236 1 I21 125 225 243 361 529 lo00 1331 1764 2025 2197 2209 2209 50653 2 79841



delta



.00000 0.21534 0.48832 0.40000 0.289M 0.40575 0.22754 0.40876 0.46694 0.49512 0.45416 0.46007 0.49607 0.48070 0.41184 0.29941 0.40194 0.32293 0.30762 0.36309



gave a complete solution of (



2, 3, 5. 7



)



(6.1)



for the case



pl.



(



. .. ,



P4



)



-



by elementary arguments. See also Rumsey and Posner [I9641



and Brenner and Foster [I982I . We conclude in Section 6.6 with some remarks on the Oesterle-Hasser conjecture, also known as the is related to equation (6.1).



' abc'-conjecture , which



In particular, our method of solving (6.1)



leads to a method of finding e&⩽



that are of interest with respect to



the abc-conjecture. Finally, we give tables in Section 6.7. The results of this chapter have been published in de Weger [1987~].



6.2. 6.1. Let



Upper bounds.



Introduction. S



We give in this section an upper bound for the solutions of (6.1). based on lemma 2.6 (cf. Yu [1987a)). Note that in our paper de Weger [1987a] we used



be the set of all positive integers composed of primes from a fixed



.



finite set ( pl. ... ps diophantine equation



in x, y, z E S



. where



. Without loss of



relatively prime. For any m(a)



)



s 2 3



.



This chapter is devoted to the



the result of van der Poorten (1977) instead of Yu's.



. .. < ps . ..., s . Put



We introduce a lot of notation. Assume that



pl 



smallest prlme with qi 2 pi-(pi-1)



1,



for



i



-



Let



qi



be the



are



generality we may assume that x, y, z



a E S we define



- 1max ord (a) . Sus pi



C1(2.t)



and



al



as in leima 2.6 with



n



-t,



It was proved by Hahler [I9331 that (6.1) has only finitely many solutions, but hi* proof is ineffective. An effective version. computable upper bound for



i.e-. an effectively



m(x-y-z) for the solutions



x, y, z



of (6.1).



can be derived from the results of Coates [1969], (1970) and sprin&uk [I9691, since (6.1) can be reduced to a finite number of Thue equations. See



.



of-Shorey -and -Tijdeman (19861



also Chap-



- --



----



We derive an explicit upper bound in Section 6.2. -% e2



m(x.y-z) < C8



(6.3) then y i e l d s EXlLmPfes - If -s-



Note t h a t



C4



-



1.



.... s-2



.



... ps .. . ps-2



pl,



.



. We



.



i n s t e a d of (6.1).



may assume t h a t



such t h a t po. put ( c f . Spction 3.11)



p



ord (lo$(po)) P



x-y



p



be



. Rename



the



Let



is minimal. For



where



uiSC E



0. 1,



(



..., p-1



.



)



ei



The



take the place of the



6;



of



approximation l a t t i c e s



r



for



P



. Put



p E No



Reducing t h e upper bounds i n the one-dfrPensioarl case.



6.4.



Section 3.11. Then it is c l e a r from Section 3.11 how t o define the p-adic



I n Section 3.10 we have described how an upper bound f o r the s o l u t i o n s of (6.1) i n the case



-3



s



can be reduced. We s h a l l apply t h a t method i n t h i s



s e c t i o n t o the following problem. Then Lemma 3.13 y i e l d s



THEOREM 6.2,



x



where where



p0



-



ordp(logp(po))



. In



(5.2.3)



Section 3.13 we studied the s e t



r



P



can be found from a b a s i s of p r 5



i f for



.



I n Lemma 3.17 we showed how a b a s i s of



rP .



is minimal, but a l s o



po



hi



I = po ( w d p)



choose



- hi



for



- 1, .... S-2



i



.



By



-



. Then pi



-



po



solutions for p u



.



5



- plX1 ,



- 3 . and



- . . pU



z



p



-



.



xo i 25. xl



5



S



14, xl i 9 15 for



-



p



for 5



-



u r 3



In Table I all solutions with xo



-



(p.pO.pl) (2.3.5). (3.2.5) or 6 I w l 5 10 and p w , has exactly



, w E Z 2 , 412 solutions for p



u E No



s 2 satisfy



p



.



3 , and



570



(mod p)



-



1



, and



. .. .1, ... ,0 ,t3:'))T



- . 2



xo



S



23. xl i 10



u



I2



.



for



The Tables



a r e presented i n Section 6.7.



.



Boo£,



Put



have



X



-



.



max ord ( x - y - z ) The example a t the end of Section 6.2 p-2.3.5 1 we have X < 3 . 9 8 ~ 1 0 ~ '. I t can be checked shows t h a t i n the case I w l



it follows t h a t we



solutions



are given. The solutions



I t i s easy t o f i n d a l l solutions of (6.7) v i t h



a s the l a s t element of the



k(Bg) (0.



Remark,



such t h a t not only



is a primitive root



Then, using the notation of L e u 3.17 (with basis),



xo. xl.



y



P I n practice t h i s i s very easy, e s p e c i a l l y



it happens t o be possible t o choose



ordp(logp(po))



,



291



p



r*



Xo



po



for with which is a s u b l a t t i c e of



. -



-



The diophantine equation



-



withour d i f ~ i c u l t i ~ t hsa t - t h e e f f e c t of the; w



JwJ s



with



lo6



i n the proof



of Theorem 6.1 can be neclected ( i t disappears i n the rounding o f f ) , s o t h a t



If



--



pi



-



f o r the s o l u t i o n s of (6.7) a l s o 0



po



i



_(mod p)



, then it-follows t h a t --



-



-- -



-



-_



-.



--



Note t h a t 6.3, s o



Lemma 3.14 (with Ur;)



cl



-



> 4(s-l)



0. c 2



-



- p2-$



x/y



-



3.98~10~ holds. ~ Put



- logp(pl)/lo$(*--



_L-



is a p-adic integer. Define t h e l a t t i c e s



6 I' P



,- 6-0



X < Xo



*



rp , rP



- -



as i n Section



is generated by



1 ) now yields: i f



-5



For



p-2,



3



wehave



r*-I' , andfor P P



p - 5



r h s i s o f



*



rC



is



t h e n (6.2) has no s o l u t i o n s v i t h where



y



-



0



if



6")



- is odd.



algorithm given i n Section 3.10.



$



y



-



1



if



b(~'



i s even



Fig. 3, we can compute a b a s i s



that is reduced i n the sense t h a t



lcll



- C ( 5*)



. We



. Using cl.



d i d so. with



g2 p



the of as



i n the following t a b l e .



I



By Theorem 5.2(a), the i n e q u a l i t y with



min(x,y)



> W ,



since



W



x



-



> lo4'



y



I 



.



Hence



m i n ( ~ , ~ )has ~ *no~ solutions min(x.y)



5



W



, and we



infer



The values of



6")



can be found i n Table 111. Making an exception t o our



p o l i c y , we give the reduced bases of the



r*



below.



I f i n (6.7) the plussign holds. then t h i s inequality follows a t once. So now



P



the bounds given i n the above table f o r



We repeat the procedure with



IyOI, lyll



follow from



a s i n the following t a b l e .



p



The numbers a r e now so small t h a t the computations can be performed by hand. For example, f o r



p



- 5 . the l a t t i c e



F;



is generated by



and a reduced b a s i s is



Cl



. -



-[



'y.



We f i n d upper bounds f o r three cases.



From t h i s we found the lower bounds f o r l a r g e r than



/ 2 - 3 . 9 8 x 1 0 ~ ~. Hence



i n f e r from (6.6) t h a t



u



5 p



+



p



1s I 1



u



408



and



w ~ 10'



In a l l



supposing



given above. They a r e a l l



-



(6.5) h o l d s f o r X1 Xo , and then we 1 , and Iwl-z a V a s shown i n the



-



[ Yg4 ] -



G-z



205



t a b l e above. Ve now f i n d the new upper bounds f o r IyOI. lyll a s follows. I f i n (6.7) the minus s i g n holds, then. on supposing t h a t min(x,y) > V 10/9 , we infer



-



I x y I < m i n ( ~ . ~ ) has ~ . ~ By Theorem S.2(a) we see t h a t the inequality (265 28 (281 , 3 53 ) . However. both have only two s o l u t i o m : (x,y) *s 1. '-0.9 I x -y I- > lo1' So we i n f e r min(x,y) 5 lo1' , hence by ~ ( xJ ) , a lo1' + V we obtain the bounds f o r I yo I 1 yl 1 a s given above.



-



.



.



-



.



These bounds a r e small enough t o admit enumereation of the remaining cases. 0



Renark. The computer c a l c u l a t i o n s f o r the above proof took l e s s than 1 sec.



Reducing t h e upper bounds i n the multi-dimension81 case.



6.5.



*



t(rP) I n Section 3.11 we have described how an upper bound f o r the solutions of (6.1) i n the case



s L 3



35 4.70~10



can be reduced. W e s h a l l apply t h a t method i n t h i s



s e c t i o n t o the following problem. THEOREM 6.3,



The diophantine equation



x + y - z



in



(6.8)



x. y, Z E S -



-



(x,y)



1 and



x



I



(



y



2X1-....13



has exactly



ord2(x-y-z) 5 12 ord7(x-y-z) 31



The remaining Remark,



X6



5



.



4 ,



I



x i ~ H o for



545



....



6 1



514



satisfy



solutions. Of them.



ord3( x - y - z ) ordll(x-y-z)



i-1.



7 ,



5



3 , ord13(x-y-z) 5 4



S



5



s



606



1 . 1 5 ~ 136 0



385



6.27~10~~



275



3 . 1 7 ~ 1 36 0 33 5.74~10



220



1 . 7 3 ~ 1 36 0



165



165



These lower bounds f o r



c(P*)



a r e a l l l a r g e r than



Ir



/ 5 - 5 . 6 0 ~ 1 0 ~(note. ~ that



~ ' s probably



we have a very large margin here, we could have taken the about 20% smaller). So we apply Ln.3.14 f o r



.



S



ord5(x.y-z)



with



ord ( x - y - z ) P



Is11/4 >



2



XI



.



- Xo



5 . 6 0 ~ 1 0 .~ For ~



Since equation (6.2) i s i n v a r i a n t p we thus f i n d ordP (z) S p + p0 under permutations of x , y, z , we even have ord ( x - y - 2 ) S p + po , a s P shown i n the above t a b l e . Hence m(x-y-z) S 606 every



.



We repeated the procedure with



solutions are given in Table 11.



Xo



-



.



606



and



p



a s i n the following t a b l e .



r* P



After computing the reduced bases of the s i x l a t t i c e s



From Theorem 6.3 it i s not much e f f o r t t o f i n d a l l 545 solutions of



t(r*) r /5-606 P



following data. Note t h a t i n a l l cases



.



we found the



(6.8). Proof



< Xo



I n the example a t the end of Section 6.2 we have seen t h a t



- 5 . 6 0 ~ 1 0.~With ~ the



parameters;



-



m(x-y-z)



notation of Section 6.3 we choose the following



-



..



5



0



2



6



0



-1



-2



1



1443



18



-1



2



3196



18



--



--



Hence



--



m(x-y-z)



s 67



. Next,



-



--



-



-



we repeated the procedure with



a s - fn the following t a b l e . We found



P



We computed t h e s i x values of the i n Table 111).



i9p)



for



i



- 1. 2.



3. 4



and the reduced bases of the s i x l a t t i c e s



3



1



*



P



yo



*



y1



*



v2



(and g i r . them



r* P



.



by the



~ ~ - r l ~ o r i t h Thus m . w obtained:



Hence



m(x-y-z)



S



56



.



*



v3



*



y4



*



C(S) >



ordP ( x - y - z ) d



Xo



- . 67



and



p



To f i n d the solutions of (6.2) with



ord ( x - y - z ) below the bounds given i n P the above t a b l e , we followed the following procedure. Suppose t h a t we a r e a t



a c e r t a i n moment i n t e r e s t e d i n finding the solutions with where



f(p)



is given f o r



(



z



y,



.



...



x1.



of



(6.2)



x4. xO



...



2.



*



and consider the l a t t i c e x,



ord ( x - y - z ) I f ( p ) P p and < f(p) p0 f o r these values of p, p I f a solution



-



p



e x i s t s with



IT



with



-



xi



ord



.



.



13



.



Choose



r p + po



ord7z) P (x/y)



for



i



-



, then the vector



. ..



0.



Pi 2+. ..+f(p4) 2) . / [f(po)



l a t t i c e . Its length is bounded by



.



-



; .



.



4 , is i n the



A l l vectors i n



r* I'



with length below t h i s bound can be computed by the algorithm of Fincke and Pohst, a s given i n Section 3.6. Then a l l solutions of (6.2) corresponding t o l a t t i c e points can be selected. Then we replace we r e p e a t the procedure f o r newly chosen



p,



p



f(p)



by



p



+



-



p0



1



.



.



and



We performed t h i s procedure, s t a r t i n g with the bounds f o r i n t h e above t a b l e f o r page.



Here,



f(p)



.



ord ( x - y - z ) given P as i n the t a b l e on the next



p, m



and with



stands f o r the number of solutions of



#



stage. A t the end we have



f (2)



-4



-1



, f (p)



for



(5.2) p



-



3,



found a t t h a t



.. . ,



13



.



remaining solutions can be found by hand, Remark, (1976)).



Remark.



The 0



Theorems 6.2 and 6.3 have applications i n group theory ( c f . Alex W e use Theorem 6.3 i n Section 7.2. The computer calculations f o r the proof



of Theorem 6.3 took 438



sec., o f which 412 were used f o r the f i r s t reduction s t e p . In t h i s f i r s t s t e p we a p p l i e d the L3-algorithm i n 11 s t e p s ( c f . Section 3.5). which c o s t on average about 60 see. per l a t t i c e . The remaining 50 sec. were mainly used f o r the computation of the 24



6.6. Let



6") i



*s



. -



Examples r e l a t e d t o t h e abc-conjecture. x, y. z



be p o s i t i v e integers. Put



absolute constant



C



such t h a t



c(x,y.z)



conjectured the stronger a s s e r t i o n t h a t some bound depending on For a l l



x, y, z c(x,y,z)



Recently,



with



-



(x,y)



-



1 and



log z / log G



x



+



y



-



only. f o r



C



for



all



c(x.y.z) < 1 + r all



x. y. z



. when



z



.



ndsser exceeds



r > 0 . For a survey of reLated



r e s u l t s and conjectures. see Stewart and Tijdeman [I9861 and Vojta (19871. z



we define I t might be i n t e r e s t i n g t o have some empirical r e s u l t s on



.



Oesterle posed the problem



c







search f o r t o decide whether



there



exists



an



X,



y, z



c(x.y,z)



,



a d to



f o r which it is large. From the preceding sectioms it



may be c l e a r t h a t such



x. y , z



correspond t o r e l a t i v e l y s h o r t v e c t o r s i n



appropriate p-adic approximation l a t t i c e s .



As a byproduct of the w o o f s of Theorems 5.5 and 6.3 we computed the value of



c(x.y,z)



, corresponding to many short vectors that we came across in



performing the algorithm of Fincke and Pohst. All examples that we found with c(x.y,z)



2 1.4



are listed below. Our search was rather unsystematic, so we



do not guarantee that this list is complete in any sense. The largest value for



c(x,y.z)



1.626 , which was reached by



that occured is



fable I



(Theorem 6 - 2 . )



p=2.p,,=3,p,=5



This example was found on September 20. 1985. and has not yet been beaten. to the author's knowledge. X



Y



2



c(x.y,z)



These results & not seem to yield any heuristical evidence for the truth or - -. .



falsity of the abc-conjecture



6.7.



Tables.



.



(cont.)



Tabl+ (cont.)



1



x0



P2



"I



p;l



sign



u



W'



OOOCOO 040040 O d O O 4 4 040044 r t 4 0 0 0 0



4dO OON



(VNN NNN C J 4 0



-. -04NN



NdO



444



044 O d d



NNO



MOO MNO



0 UY 4 )



44N



U d



uu m u NO



404



000



ONO OAN -ON



ddON ONNN 0604 d0ON NNOO NONO NONN
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0Y)Y)



Inou (Vw)Y)



NN4



m



E



pl, - . - . ps be given. There exists an effectively pl, . . ., ps only, such that any C , depending on



t



computable constant solution



x, y,



z



Let



pl.



(



....



pS



conditions (7.2) has exactly the



where now all variables



-



)



2, 3. 5. 7



(



388



)



.



Equation (7.1) with



solutions given in Table I.



1. The Tables are given in Section 7.9. We stress that the aim of



.



in



Z



or



2-a + 2-b



By



-



(u,yl)



- 2 - c , where



( a )



such an equation



-



1 ,



a + b



-c



have the following result . LEE(HA 7.3,



(



I pl.



Let



2. Equation (7.1) with conditions (7.2) can be seen as a further



conditions (7.2) and



generalization of the generalized Ramanujan-Nagell equation



with



D



Proof.



-1 .



(a.b) (cf. Chapter 4). namely by taking



Ikl



E



S



arbitrary instead of



k E Z



D



-1.



-



a. b , c



.. .



-



1



. For



our



. ps )



-



in



z2



u E S ,



and



2 D-u + -y



D



is squarefree. There are only



-



-



2S -



possibilities -



2 1 a



then



(u.yl.y2)



if



2 1 b



then



(u.yl,y2)



if



2 1 c



then



(u,yl.y2)



satisfy x L y



and



z > 0



.



2. 3 . 5 . 7 1



(



z



E



Z



.



z > 0



with



and



(u,y)



z



and



u



K



-



1



.



Q(/D)



-



95



solutions given in Table I



+



-



-



(ta.b.c).



b



c



a, b, c E S ,



with



(b.2c.2a).



(a.2b.2~). (3.c.a). (a.2b.2~). (b.2c.2a).



-



(c.2a.-2b). (~.2a.-2b). (+.a,-b)



. When



7.3.



Z + u z - u -



"1 y2



write



D



-



1



. Then



.



D



-1 0



--



-



.



-



T w a r d s generalized recurrences.



to be negative.



.



First we consider the special case



1



-



We treat



(7.4) is equivalent to



t



X' pi



-



D > 1 . Put K O(/D) . Let o : K + K be the K with o(/D) --/D -.-- For any number or ideal X in K we for u(X) , for convenience.



-



automorphism of 1



we



Equation (7.1) with



. whereas the others don't.



From now on, let



{



-



if



(7-4)



,



E S



D



a



)



-



1



r b has exactly 63 solutions, that are easy to compute. Each



Th=ks-completes our t r e a t m ~ i i i t 3 i ~ c a SD e



y



dealing with equation (7 -4) we allow



The case



..-. ps



2 , 3. 5, 7



(



(7.1) is equivalent to a finite number of equations



-



pl.



Of the thus found 189 possibilities. the 95 ones given in Table I with



equation (7.4) by factorizing its both sides in the field



7.2.



(



has exactly the



Equation (7.1) can be transformed into a number of Pell-like equations. Put



.



ps



of these gives rise to three possibilities for (7.5):



the method of Chapter 4 to solve (7.3).



D. u E S



-



....



In Chapter 6 it was shown how to solve



From Theorem 6.3 it follows that a



2 . pl.



are composed of primes



.



fixed. The method of this chapter to solve (7.1) is also a generalization of



. Now.



Subtraction



.



a r b > 0



pl. .... ps ) a result similar to Theorem 7.2 can be proved along the same lines, in a more-or-less algorithmic way. for any given set of primes



for- D



.



hence u, yl. y2 (apart from the sign) are in S c , (u.y2) 1 , equation (7.5) is of the form a + b



this chapter is not only to prove these theorems, but to show as well that



where



y1 > ly21



ky2 E S , and



(7.1) with conditions (7.2) satisfies



only. and Remarks,



y1 E S ,



ylVy2 .:and



.



max (x.lyl.z) < c PIEOREM 7.2,



of equation



-



where y yields



for



i



-



1,



....



s



be the prime ideal in



K



such that



ord (pi) > 0 . If pi splits in OK , this is well defined if a choice has pi been made from the two possibilities for /D (mod pi) . Put for a solution



(ai-bil



-



-



max(ai,bi)



1



if pi



-



2



and



b,j



-



1 ). Hence



a



is a principal



ideal, say ord (y) pi



-



max(ai.bi) + 1



.



min(ai.bi)



-1



if



-



Pi



2



for an a E OK



- min(ai,bi) if - 2 occurs, and bo - otherwise. (Note that min(ai,bi) - 1 may occur only if p + pi , hence only if pi - 2 splits). Let us assume that the splitting primes of pl, . . . . Ps are P1. - . - ' Pt Put



bo



for some



For



-



i



0



pi



0



to multXplication by a unit, there are only finitely many a



. Let



t



be the fundamental unit of



K



with



c



> 1



.



Now, (7.7) leads to the system of equations



s t s s . Put



where 1.



. Up



possibilities for



...,



t , let



hi be the smallest positive integer such that



n



E



.



Z



Put for



n



E



Z ,



hi pi



ml-



, mt -



-



E



No



, and for each possible a



a



is a principal ideal. say



If



h



. then



K



denotes the class number of



hi I h . Now,



determined up to multiplication by a unit. Thus we may choose



For



i



-



1.



...,



t



ri



ri E K is such that Then (7.8) is equivalent to



. put



The f e t i o n s



Go



and



Ha



are generalized recurrences in the sense that if



all w i a b l e s but one -are-f ixed ,-then they become -integral binsequences. with



ci, di E No



. and



0 5 di I hi



-



- .- -



1



. Consider



the ideal 7.4.



.



pl, ..., ps From the above considerations it follows that, for given K there are only finitely many possibilities for a . By (7.7) it follows that



.



Let us write ui for



(namely,



lai-bil



-



max(ai.bi)



if



pi + 2



.



since then min(a i .bi)



-



0 ; and



Towards linear forms in logarithms.



i



-



1,



-



ord (u) pi



.... s . Put



-



for each



a



for at least one (n.ml



....,m t)



E Z x :N



)



.



recurrence



Note t h a t s i n c e



(u.y)



-



1 the s e t s



I



I



a r e d i s j u n c t . We proceed



I



with t h e f i r s t equation of system (7.9). Written out i n f u l l d e t a i l it reads



From equation (7.10) we now derive I . 1'. IU depend on



Now,



.



a



three d i f f e r e n t ways, according t o



f i n i t e s e t , which can be computed e x p l i c i t l y . a



a



Ti-+



belongs t o a



So i f we can solve (7.10)



Then



of t h i s s e t , then we can find a l l solutions of (7.9).



yi



If



D



-



a's



may be reduced, vithout l o s s of g e n e r a l i t y , a s follows.



1 (mod 8) then



- 0.



bo



1



may both occur, with



-



a



-



2-a0



2-aO is



D = 5 (mod 8)



a



- . a.



. Hence



already



u



-



IU and



-2



(u,y)



(u,y) I u I'



.



consider one



is



considered.



denote the to



a'



0



are



a I . I'



16,



aO



By



the



such t h a t



- 2 . The condition



, hence i f



(a0)



of the p a i r belonging t o



+



(u,y)



-



a



same



-



-



aO i f a l s o



argument,



-



.



aO by



- -



-



n, ci



Let (i).



if



.



( i € I U I



- ordp i ( 2 ( ~ / a ' ) .



'.



--



c-c#-



IO. Ii) , then the



- fl



I, I'



we have (we



'



belonging



IO )



i+AiLyi



then



-



(ii).



For



i



E



-



and analogously



.



ord (Q) pi



a O , then we only have t o



Namely, by



pi-3.



z



i E IU put



For



A,



1 is used only t o ensure t h a t



f o r some



(a6)



a o , ai)



-



if



ord ( l/(pi-1)



hence of (7.1). The s e t of the



i E I. I'



which depends on the p a r t i c u l a r s o l u t i o n of



equation (7.4) t h a t we presupposed. However, we know t h a t completely f o r each



l i n e a r forms i n logarithms, i n



pi-adic



If



hivei



+



I



put



ord .Pi a



' c ~ L yi



then



,



.



--



-



)



,



ui



( i E IU )



be a solution of



(ii*).



For



*



i E I * put



*- A i ,



Ai-h



*



n



*- n + n O , *



- h



*



-



3 + nj



Then it follows t h a t



Ki



-



logpi (55) a



+



n.lOgpi(e)



-



jEIU



uj - l o gP i (pj



D



Further, note t h a t the prime divisors of If



+



h -c i i



a* i



r yi



then



where Remark.



Note t h a t a l l the above pi-adic



t h e i r arguments have IU, I a



-



and



2-a 0



Proof,



a r e j u s t the ramifying primes.



So, by (7.12).



logarithms a r e well-defined,



-



adic order zero. This follows from the f a c t t h a t ia r e disjunct. and i f D 1 (mod 8) from the choice



I'



p



vi



since splits,



- --h * Sordp i (4D) 1



-



vo



0



Z



E



otherwise. I f



for pi



-



- t+l.



i



2



. ..



.



s , and



vo



-



1



s p l i t s we have assumed t h a t



bo



if



2



-1.



Hence the l a s t f a c t o r vanishes. So put



-



For ( i ) , divide (7.10) by i t s second term. For ( i i ) . divide (7.10) by



i t s second term. and add 1. For ( i i * ) . divide (7.10) by i t s f i r s t term, and



s u b t r a c t 1. Then.



i n a l l three cases,



take the



pi-adic



order. and apply



Then i t follows t h a t



o



(7.11).



-The l i n e a r forms i n logarithms



Ai,



K i m K;



.



as they appear i n Lemma 7 . S .



seem t o be inhomogeneous. since the f i r s t term has c o e f f i c i e n t 1. However. it can be made homogeneous by incorporating t h i s f i r s t term i n the other ones, a s _ f o l l ~ w s .Put



-



.



-



Note t h a t , by the d e f i n i t i o n of



-



--



--



.



-



a , This leads t o the following reformulation of Lemma 7.5. 7.6& Let



where the exponents



ni



for



0 s i s s



a r e i n t e g r a l . I t follows t h a t



ui* (i).



* I,,



aim a;



for



1E I



u I*



.



Let



i E



+



IU



. If



A



+



i



ui



for



be as i n Lemma 7.5. and l e t



be as above.



ui



Put



n, c i



(7.10). l e t Ai,



ui +-.Xi L yi



*



ord (h ) pi



-



&en



* .



ord (Ai) pi



i E



*



\



h , At.



be a solution o f



*



Kt,



*



*



*



K; , ni, c i ,



(ii).



h -c i i (ii').



. If



i E I



Let



+



K



i



h -c i i



+



+



.



i E I'



Let



K'



i



h -c. i 1



h -c i i



then



- ordP i (K:)



ord (h*) Pi



If



+



+ ii 2 yi



+



*



ord (h ) Pi



s;



r yi



.



* K i*



and f o r



we f i n d , i n view of Lemma 7 . 6 ( i i ) , ( i i ' ) ,



Ki,



then



- ordP i (K;*



.



)



Here,



C1.



C2.



C3,



C,



a r e constants t h a t can be w r i t t e n down e x p l i c i t l y . I n



order t o f i n d an upper bound f o r Remark.



*



parameter



a



*



n , ci,



a r b i t r a r y i n t e g r a l values of the v a r i a b l e s



a



*



ui



hi.



*



Ki,



K;



*



D



only, instead of f o r



.



I n view of (7.13)



we may i n s e r t and d e l e t e a s t e r i s k s any time we l i k e , a s



long a s we don't specify the constants. I n order t o prove (7.16) it remains. i n view of (7.14) and (7.15). t o bound



Upper bounds f o r the solutions: o u t l i n e .



Iat us f i r s t give a global explanation of our application of the theory of



p-adic



l i n e a r forms i n logarithms, t h a t gives e x p l i c i t upper bounds f o r the



*



*



*



. Then we give arguments hi, Ki, K; why we choose t h i s way t o apply the theory, and not other possible ways. I n



v a r i a b l e s occurring i n the l i n e a r forms



such



for



w i l l introduce c e r t a i n constants 7.5.



ClO, Cll



. Notice t h a t the



has disappeared completely from these l i n e a r forms. This means



t h a t we have t o consider the l i n e a r forms f o r each each



*



We w i l l study the l i n e a r forms i n logarithms



we t r y t o f i n d constants



B



that



(a).



-(C6+C7-H)5nsC5,



(b).



n > C5



(c).



n 



.



C5.



In[



by a constant times



log B



. We



C6, C7 , and d i s t i n g u i s h t h r e e cases:



(7.17)



- ( C6



+



.



C7-H )



I n case ( a ) it i s , by (7.15). obvious t h a t (7.16) holds. I n cases (b) and ( c ) one of the two t e r n s of constants



dominates. We s h a l l show t h a t there e x i s t



Ga



such t h a t



C8, C9



t h e next s e c t i o n we give f u l l d e t a i l s of the derivation of the upper bounds. I n t h e sequel, by the 'constants'



C1,



...,



C12



we mean numbers t h a t depend



only on the parameters of (7.10). not on the unknowns



n , c i , ui



.



Then (7.16) follows from (7.14). F r o r (7.16) we derive immediately an x x p l i c i t upper bound hen=



be very l a r g e .



also



w i l l be very large.



C12



-



for



C12



-.



f o r a l l the v a ~ i a b l e s ~ i n v o l ~Since d. the c k t a n t s



.



..



C1.,



C4



B



.



will



To f i n d a l l s o l u t i o n s we



proceed by reducing t h i s upper bound, by applying the computational p-adic diophantine approximation technique described i n Section 3-11. t o t h e p-odic l i n e a r f o r a s i n logarithms t h a t t h e constants



C5,



* *



hi, Ki.



. .. ,



C9



* . Crucial



Ki



i n t h a t l i n e of argument is



a r e very small compared t o



This method leads t o reduced bounds f o r the p-adic



Cl.



orders of



....



C4



.



the l i n e a r



forms. Then we can replace (7.14) and (7.15) by much sharper i n e q u a l i t i e s ,



Then i t follows t h a t



and repeat t h e above argument, t o f i n d a much sharper i n e q u a l i t y f o r (7.16).



_



I n general we expect t h a t it i s i n t h i s way possible t o reduce i n one s t e p for



X



-



H,



U. B



logarithms. For



A:



.



the upper bound We apply



Le~mra



2.6



t o the p-adic



we f i n d , i n view o f L e u 7 . 6 ( i ) .



linear



forms i n



C12



for



B



t o a reduced bound of s i z e



log C



12



Before going i n t o d e t a i l we explain b r i e f l y t h a t i t is possible t o t r e a t



(7.10) partly by the theory of real (instead of p-adic) logarithms,



and



subsequently



by



a



real



approximation technique (cf. Section 3.7). First, note that



Ki



and



linear forms in



computational



diophantine



and why we prefer not to do so.



have generically more terms than hi , and are



Ki



occur only in case (a), Ki, K; this is the most difficult case. Equation (7.10) consist of three terms, each therefore more complicated to handle. Since



of which is purely exponential, i .e. the bases are fixed and the exponents are variable. If one of these three terms is essentially smaller than the other two (more specifically, smaller than the other terms raised to the power



6



. for a fixed



6 E (0.1) ) . then we can apply the real method. There



are two ways of doing this. Write (7.10) as



First, suppose that



Ix-X'



I < lx*1 6 . Then



In1 cannot be very large, and we are essentially -(i.e. apart from a finite domain) in case (a). Unfortunately. the region for



In1



. or



1x1 > lx*



+



M



that w can cover in this way becomes smaller as



(see the example below). Second, suppose that



-



1x1 



1x' 1 6 . Then we are essentially in case (b) or (c). But this area can be dealt with easier p-adically, since here we use the linear forms *



whereas



the



real



linear



forms



in



logarithms used



in



this case



will



generically have more terms. The areas sketched above, in which we can apply the real theory. will not cover the whole domain corresponding to case (a) (cf . the white regions in Fig. 4- bel&) the p-adic linear forms Ki. K;



.



.



~ence -we cannot avoid working 'with



But then it is more convenient to avoid the



-



- - , . - + . - . . - . I* - . -i . . x - X' . 1x'I. lxaI4Ix*I. Ix* 1. I-/Ix* I. f-lx*I ~ I X 1' . B. D . -



--



-



--



1 + f2



s1



Then we have



1



2./2



s



1



Ix*( + IX'16 < x < c - ( x ' ~ for any



I - - (11



pl



7



a



.







Ix'l



-



Ix'l



6



. b u t w i l l never



disappear. So we cannot avoid the p-adic linear form in case (a), vhich then



@



1



a



and



6



(1+f2)n-(1+2-/2)x Fig. 4 below gives in the (n.X)-plane 2 the curves 2IX* * which are boundaries of the four regions A. C, We have the following



7.6.



Upper bounds for the solutions: details. -



--



-



y



We now proceed with filling in the details of the procedure outlined in the previous section.



possibilities. We apply Yu's



region



c > 1



x



--



1



Let us illustrate the above reasoning with an example. Let t--



and



1 z.lx'l < 64s (0.1)



works in regions C and D together.



use of real linear forms. --



The really hard part is C. It can be reduced to



-2.



.



lemma (Lemma 2 . 6 ) - - r o - -follows We have



For the



ai



we have



, or



number of terms in linear form



d



p-adic method



to compute the heights of these numbers. We have at once



real method



r/c'.



r /r'



t.



L



:



- K - a(&) .



r*. pj. rj.



so



s j . Wehave



2



-



i



of



1.



...,



h



such t h a t



a prime i d e a l in



s



e i t h e r : (1)



to



pi



-



'



ca



l y i n g above



.



pi



Let



hi



be a d i v i s o r



i s p r i n c i p a l , and denote a generator by



;i



all



K



.



ui



Let



s p l i t , and then



-3



fj



for



i



"j



-



1.



...,



or: ( 2 )



- log(.) .



h(>)



The order of the Vi



for



i



-



ai



.. .



1,



V



product



n



q



be an odd prime, n o t d i v i d i n g



. Then



h



i s important i n two respects: it is required t h a t the



n-1



a r e i n increasing order, and t h a t



ord (b ) is P " a r e the unknowns, we should



ErooL



..



I?;



...-Vn



Vl-



j



Let



ord (b ) . Since the bi P i V1 s . 5 Vn-l . I n the f i n a l bound however. only the



minimal among the assume t h a t



.



-1 0 ( l j l j 1 ]



h



and



v-,:



appear. So the ordering of the



. It



matters f o r defining



follows



Suppose t h a t



only



Vi



Let



induction on



KO



- K((:'~)



i



, and



[Ki:K]



-



contrary is t r u e .



Ki



Ki-1(F:t21



is a



-



[Ks:K]



. I t remains el+, tZ Ki



qi*l



it s u f f i c e s t o prove t h a t



we can take



-



Ki



t o prove t h a t



K-vector



for



.



q



i



t o prove t h a t



, since



-



1.



. .. . s . We



Note t h a t



q



[KO:K]



-



use q



-



[Ki+l:Ki]



- q . hence



is prime.



Suppose the



space of dimension



qi+l



, with as



b a s i s a l l the elements with t h e



i n any order. i f we define



ai



-



...,



for



k + ~ ( O , l ,



-



for



J .



exist



Further, we take --



B Then



- Bo



BnP-7



- max-{dbll,



3 log(1~-Br ) f - ( l o g p)/d



P



. By



.... B 2 2



4 $Id lbnl.-3. ~ - n . ( p -11-1



i t follows t h a t



There -are



-



3 1 + z-B



(2-C12 . Hence i



a ). and the minimal bound f o r



L e u 3.14 with n



-



2. cl



-



0. c2



-



In a l l



1 yields



-



ord (10% ( r e ) ) i s always the l e a s t doe of pi i i n the above t a b l e . So we define:



It follows t h a t ord 's pi



and we computed these numbers up t o



a s given above. By bounds f o r



ui



,



+



ord (h*) 2 0 we obtain from L e u 7 . 6 ( i ) upper pi a s given i n the i E IU , hence the upper bounds f o r U Ai



so that



.



Ki



.



one f o r each



i



i s somewhat l a r g e r than the maximal



:c:



p



a s follows.



.



We computed the 40



6") , but do not give them here. The l a t t i c e s 1.2.3.4 generated by the columns of the following matrices:



r



cc



are



D , having 5 terms. namely



j'i



where



d i g i t s , with



values of the



t a b l e above. Next. we t r e a t the



p:



p



the f i v e



, so



pi



is t h e s p l i t t i n g prime. We have the following data;



From t h i s t a b l e our choice f o r



(D (mod pi)



becomes c l e a r .



-



We computed the reduced bases of the 10 l a t t i c e s by the ~ ~ - a l ~ o r i t h Again. m. we omit the computational d e t a i l s . We f o d d a t a a s follows.



In all instances, : C(I'



"



*



+



*



> /5-C12 ,



)



SO



that by Lemmas 3.14 and 7.6(ii)







ord (h ) 2 0 and hi 2 1 we have M d ord (K;) P II pi upper bound for M as given in the table above. ri



Finally, we compute the new. reduced bounds for



In1



.



p



+ po



.



and thus for



and



hence an



B



. This



we do by (nl < max



( C5, C6 + C7-X. C8 + C g - U )



Hence ve find data as in the following table. Here we used the bound



B



*



*



s h -B



+



N



and



B* < 3 . 2 3 ~ 1 0 ~to ~



1715 sec. on average



h*



-



. So in one step we have reduced



2



B* I 1627



.



The total computation time was



0.7 sec for each 2-dimensional lattice. and 170 sec for



each 5-dimensional lattice.



The computation time was 1s sec. We made a third step, with for .



-



We ma&



a further reduction step, now using the reduced bound for



given above in stead of below. For



We found with



p



-



p



we took



* .



C12



pl-p2



We give the data for the



. with



p1



as above, and



L(I.



p2



4



B*



as



in the table



as below:



r e found. ) and bounds for U as given above. For the K; P pl-p2 with p2 as above, and p1 as in the first table below.



the results given in the second table below.



--



-



-.



*



Ai.



K;



:



-



and finally for



In1 , and in more detail for



ord pi



for



i



E



N



~ O O I I I I I I ~



r r n n n m n n n n



n n m n n n n n n n



n n n o w w w o c e



c c e r c c r r r c



L.



~ n n r m w e c m o ~ n n r m w ~ e m 4 on n r m w e c a 0 eeerereeec w w w w w w w w w e mmmmmmmmmw



d n n r n w r - o a o c o r o c c a a r m



c . n n r m w e r a o m m a a a m s a m o



I"



I



i



Now we will not find any further improvement if we proceed in the same way. But



the upper bounds are now small enough to admit enumeration of the



remaining possibilities, making use of mod p arithmetic for



p



- 2.



3, 5 , 7



.



We did so. and found the remaining solutions, presented in Table I. We used only 3 sec computer time for this last step.



This completes the proof of Theorem 7.2.
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Tables.
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8.1.



Introduction.



Let



F(X.Y)



I



E



Z[X,Y]



be a binary form with integral coefficients, of



degree at least three, and irreducible. Let



m



be a nonzero integer. The



diophantine equation



in



X. Y E Z



is called a Thue equation. It plays a central role in the



theory of diophantine equations. In 1909 Thue proved that it has only finitely many solutions (cf. Thue [1909]). His proof was ineffective. An effective proof was given by Baker Tijdeman [ 19861 for. a su.=eJr



[1968]. See Chapter 5 of Shorey and



of -results on-Thue equations. By using;Lemaa 2 . 4



in Baker's argument, we derive a fully explicit upper bound for the solutions of the Thue equation. Then we show how the methods developed in Chapter 3 can -



-



be used to actually find all the solutions of a Thue equation. Our method works- in pr-incipb for any Thue equation, and - iw-practice for an*--



-



- -!



-



equation of not too large degree, provided that some algebraic data on the form



F



are available.



I



Variants of the method we use here have been used in practice to solve Thue equations by Ellison. Ellison. Pesek, Stahl and Stall (19751, Steiner [1986], Peth6 and Schulenberg [1987], and Blass. Glass, Heronk and Steiner 1 1 9 8 7 ~ 1 . b [I987 1 . When determining all cubes in the Fibonacci sequence, Peth6 [I9831 solved a Thue equation by the Gelfond-Baker method. but with a completely different vay to find all the solutions belov the upper bound.



8.2.



From the Thue equation to



8



linear form in logaiithms.



try to prove that no 'large* solutions exist. The value of



follows from Y1 is large enough then X/Y is



1YI



Lemma 8.1 below. This lemma shows that if In this section we show how the solution of the general Thue equation implies



'extremely close* to one of the real roots



an inequality involving a linear form in the logarithms of algebraic numbers



may be as large as 10los0 , Y2



.



1



such that



-i0



Q



I



.



Then, by Lemma 8.1. for every



which implies our assertion:



it follows that



c4- lY I



Lemmas p-



min Uiln



c;



.+



a 1mI



.



I



max 1sil 3



the theorem. Therefore we may assume t h a t



1 2 t3---8



c 2 - 3 + 8 .



,



so that



.



We do not prove t h i s f a c t here. For a proof, see Tzanakis and de Ueger I19871 Section 111.2 and Appendix I . Before Thus



the



solution



(a1,a2,a3) X



-



E



z3



or



Ye8



X



of



(8.24)



and



(8.25)



such t h a t the u n i t



-



.



Y.9



reduced



is



kc1- c



to



finding



all



has the s p e c i a l shape



t 3



respectively. I n the notation of Lemma 8.3 we have.



a f t e r some numerical computations. t h a t we leave t o the reader t o check. t h a t



- 0.634950.. . .



enin N[u;'] I



I



(here. of course.



-



(



1. 2. 3. 4



max N [ d l ] I I



) ).



-



1.210070..



.



.



we



apply



the



reduction



method of S e c t i o n



application of Lemma 2.4 y i e l d s the above constants r e s u l t i n the case of f o r the various for



i



- 1. 2,



A



ai*s 3



,



3.8



we



show



.



C7, C8



that



We apply t h i s



given by (8.26). I n t h i s case, we compute the appearing i n A a s follows. I f ai I ci(k)



.



then



ai



-



is a u n i t and hence



a.



the V 's



thl



ifi



(appearing i n the



computation of h(o ) ) is equal t o 1. Clearly. every conjugate of i absolute value l e s s than



ai



is i n



Therefore we can take i n Lemma 8.4



and



Hi



1



1



. Therefore.



h(oi)



I



Hi



, and we can take



Also,



1c



Since the l a t t e r t e n equals the logarithm of e i t h e r (The values of



C5



and



C6



a r e estimated from above.)



Vi



Now, r e l a t i o n (8.3) becomes i n our case



A



-



where choose



(



-



(i,) (k) - log C -p + 11-1a i - l o g -



I:+



8



j. k



-



log Hi



.



i is -_a -



fixed * we can



a.



and



boynd - fo_r a



xih



-



d



Now, x(0)







E ( 8, cp )



we have four p o s s i b i l i t i e s f o r



A



.



for



f o r each permutation



t h e upper bound



C9



-



.



For



-



max lail we have U5s3 3 . 2 6 ~ 1 0 ~ ' A s i s e a s i l y checked, the only solutions of



e i t h e r (8.24) o r (8.25) with



then f o r



A



.



I Y I s 3 a r e those l i s t e d i n t h e statement of



I



h(a)



(log ao)/d + log C3 for



-



a -



. An



ai



.



upper



i , h E ( 1.



.xih o



....



4



)



with



i



a r e algebraic i n t e g e r s f o r



-



+



h



(-0



. 8



I t can be or



cp



.



(0 o o o ) E S4 we consider the number 1 2 3 4 (independent of o4 1, and the polynomial



Consider a l s o the number



IYI > 3



h(ai)



-



each of these e i g h t cases we have, a s w i l l be shown below,



and therefore. by Lemw 8.5, i f



Therefore,



can be computed a s f o l l o r s . X o q ider-the - a l g e b r a i c .numbers



f-(((iP-((h')



-



.



C3



a r e a s i n the d e f i n i t i o n of



checked t h a t the numbers



Therefore. f o r each



or its



'



absolute value l e s s than where



o,r cp As mentioned i n Section 2. once . -=-.- a r b i t r a r i l y . Thus we can choose



k



inverse, it follows t h a t



1



s i t u a t i o n we have t o solve (8.9) with



' 1



where



D



is the



therefore



A2



-



discriminant of



. On



229



the defining polynomial



t h e s i g n the elementary symmetric functions of P(X) E Q[X]



P(X)



any c o e f f i c i e n t of with c o e f f i c i e n t s i n since 22g2 that



. To



log 229



+



( K2



A



.



,yih*s



-



log H3 l o g C3 log C3



l o g 229



h(ai)



.



Since



n



4



- 3 . 2 6 ~ 1400



3'303 , ,.K



where f o r



6



+



6 + alepl and the



a2-p2 + a - p 3 3 '



pi's



we have the following p o s s i b i l i t i e s . i n view of



(8.26) and (8.27):



22g2-p(x) E Z[X] a.



s 2 - ( l o g 229)/d + log C3 ai @ 9



we have



d r 2



.



. Hence.



i s a t most



(8.28)



and i t is c l e a r s o we can take



.



log C3



4.074586 ... , 4.821584 ...



log H2



if



1.893823 ...



if



log C3



5



-



5.667432



...



I



6



.



-



6



:



(3) (1) l o g ( 3 ) ( 2 )



or



6



-



6



:- log



(8.29)



.



...



1.262065



+



-



A



Simple computations now show t h a t log H1



- - 1.211 >



i s estimated from below), and



S4 , and so



is a polynomial of the



P(X) , i t s leading c o e f f i c i e n t



!log ail/d 5 log C3



-



E



K2



and therefore it is an-algebraic integer. Combine



conclude. we have



Vi



d4



P(X) E Q[X] t o see t h a t



is a root of



ai



u



On the other hand, by the d e f i n i t i o n of



multiplied by



Z



t h i s with the f a c t t h a t



.



for



P(X)



with r a t i o n a l c o e f f i c i e n t s .



*s



they a r e symmetrical expressions of the This means t h a t



~ ( o )



C6







, and a r e up t o



of



the other hand, the c o e f f i c i e n t s of



- - 6.38771~104 .



K1



- . lbll >



in the case of lattice



T1 ,



4 . 8 4 6 ~ 1 0 ~in ~ the case of lattice



.



3.247~10'~



Is31 > 0.029



r2



least i0



K1. 6



-



A 



10g(l~140 6. 38771x104/3. 2 6 x 1 0 ~ 4 < 72.8



.



-3.303 I



It follows that c



0



X1



K3 , since



n



1 . 2 9 3 ~ 1 0 ~in the case of laaice



IP1l >



1 .092xlo4



-



-



in the case of laitice



in all 8 cases. --



-



E



(X,Y)



-1



, is known



in



principle,



be



determined



effectively.



since



an



effectively



1. C



- c0'



We'believe that it is possible to solve Thue-hhler equations, not only in principle. but in practice. This can be done by reducing the above mentioned bounds,



using



a



combination



of



real



and



p-adic



computational



h m reducing diophantine approximation techniques, based on the ~ ~ - a l ~ o r i t for



-



72



bases of lattices (cf. Sections 3.7. 3.8, 3.11 and 3.12).



and



The method can be



considered as a p-adic analogue of the method for solving Thue equations, on which we report in the preceding sections.



-



lPll >



Is3! > 0.143



-



K3



- 1012 . We found from our computations



--



7



upper



72. We repeat the procedure with



I



...,



theory of linear forms in logarithms. For the history of this equation we



4 2 7 . ~< ~1 . 1 1 2 ~ 1 0 ~ which ~ implies



-



A



Z , nl,



refer to Shorey and Tijdeman [1986], Chapter 7. 3.



- -



K2. Xo



3 , and



.



Then the assumptions of Lemma 3.10 are fulfilled with



E



computable upper bound for the variables can be derived from the p-adic



3 . 2 4 7 ~ 1 0>~ ~4 . 7 0 8 ~ 1 0.~ ~



L(ri.x) > 0.029.;.



-



-



X. Y



has only finitely many solutions, and by Coates (19701 that they can, at



in all 8 cases.



This means that in view of Lemma 3.5, in all cases



c



in the variables



as a Thue-Hahler equation. It was proved by Hahler I19331 that this equation



. r2 .



- , 3 Such an idea (but without using the L -algorithm) was used by Agrawal.



T1



-



Coates, Hunt and van der Poorten [1980], who determined all solutions of the



-



-



A



This means that in view of Lemna 3.5. in all cases



i0



- . 3



-



---



equation --



-



.



- X 2 .Y + X - Y2 + y3 - +1lX .



--x3



-



and



-



--



This is one of the only 'two examples in the literature where a Thue-Hahler equation has been solved completely, the other one being 2



~ 3.742~10 , Then the assumptions of L e m a 3.10 are fulfilled, since 4 2 7 : ~ < X



which implies



3



+



3.y3



-



2" ,



which was solved by Tzanakis (19841 by a different method. Both examples are of the simplest kind, in view of the fact that the cubic field It follows that



A



I



10



.



We enumerated all remaining possibilities, and



found no other solutions of (8.24) and (8.25) than mentioned in the theorem. This completes the proof of Theorem 8.7. hence also that of Theorem 8.6. The computations for the proof of Theorem 8.7 took 35 sec.
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O



8



is a root of



F(x.1)



-



Q(8)



, where



0 , has only one fundamental unit, and there occurs



only one prime. Therefore it is sufficient to use



two-dimensional



real



continued fractions and ane-dimensional p-adic continued fractions, instead of the more complicated ~ ~ - a l ~ o r i t h (which m was not yet available in 1980). 3 With the use of the L -algorithm the method can in principle be extended to



the general situation. where there are more than~onefundamental units. and more than one primes. In a forthcoming publication, Tzanakis and the present author plan to give details and worked-out examples.
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