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Description


Adobe Placement Paper Adobe Interview for a Fresher Written



rounds:



Round 1: Aptitude - trivially simple. Time could be a problem for junta not preparing for CAT. Fifteen questions in fifteen minutes. Round



2:



Quant



-



this



was



even



more



trivial.



Thirty



questions



in



thirty



minutes.



These two rounds were entirely objective, multiple-choice with no negative marking. We had to fill in an OMR sheet and very few of us had pencils and erasers with us - almost everybody had pens. That was bad as we couldn't change an option after marking



it.



Round 3: Engineering. This included a lot of general stuff. Don't remember much about it. Thirty minutes. 15 marks Round 4: Code. This was a real test. A lot of questions and quite a few that I hadn't seen before. We were supposed to write working C code in a limited time. 15 questions. 45 marks. It was like Neo fighting Smith in Matrix 3! 10



were



selected



out



of



60



people



who



wrote



the



test.



Interview1: He is very soft-spoken and one of my friend told me that this guy had brutally destroyed him. So I was terribly nervous. I usually am confident but in that room, I was stammering! Finally, it turned out that he wasn't that brutal after all. Moral of the story: Stay confident at all times.



1.



He asked me my specialization? When I told him that I had none as I didn't want to specialize in this stage, he was a little surprised but appeared satisfied with my reason.



2.



Why not further studies? (He had noted that I was third in my batch. He appeared impressed by that



Answer : I told him that my profile clearly indicated that I've been trying to get into the industry via internships, industry-funded projects right from second year, second sem. I said that I was fully sure that I didn't want to do MS anytime soon.



3.



He



asked



me



to



tell



him



about



my



favorite



project.



Answer : I told him about the web-browser that I had developed for cell-phones. I thought that was the only project which was closest to what Adobe was working on. He appeared satisfied with my answers.



4.



He then looked at my grades. He commented that my lowest grade - B- was in Digital Image Processing. I just looked at him like a doofus thinking of what to say. But he quickly added, 'don't worry, it happens.' So people, be fully prepared to explain any anomalous grades. I was prepared with the explanation of the W in the my grade-sheet but not of the B- in DIP. I know that this is really stupid considering that I was interviewing with Adobe. Don't make this mistake.



5.



He



then



asked



me



a



question



that



had



been



asked



in



Round



4,



written



test:



Describe an optimal algorithm to find the second minimum number in an array of numbers. What is the exact number of comparisons required in the worst case? Note that they didn't ask the order in Big-Oh notation. They wanted



the



exact



number



of



comparisons.



Answer : I screwed up, big time in this question. I had superficially discussed this question with my friend a while ago and he had outlined an algorithm which I thought that I had understood, but I hadn't. I started off explaining it but got stuck in the middle. He sternly told me to read it up again. One solution that I could tell him, and which I had



written



in



the



test



was



this:



Use two variables - min and second min. Initialize them by comparing the first two elements of the array. This is (1) comparison. Then, go through the entire array, from index 2 to n-1 comparing each element, first with min and then with second min, updating each variable as necessary. This will involve a worst case of two comparisons for each element.



Therefore,



total



number



of



comparisons



=



2*(n-2)



+



1



=



2*n



-



3



comparisons.



I'll try to update this with a better solution, sometime soon.



6.



Given a polygon (could be regular, irregular, convex, concave), find out whether a particular point lies inside it or outside



it.



Answer : This is an easy, straight question from graphics. You shoot a ray parallel to the x-axis passing through this point. Start with odd parity. Change parity of ray each time it intersects an edge of the polygon (consider special case of when the line passes through a vertex of the polygon. Change parity only if it passes through a vertex which has one edge above it and one edge below the ray). If the parity of ray is even when it passes through the point, it is inside the polygon, else it is not.



7.



He asked me to explain Canny's algorithm to him. (this was because my DIP project was related to this)



Answer : This is simple. Study DIP



8.



Then, he gave me a practical problem to solve: Suppose you are given an image which contains some text and some photos.



How



do



you



find



the



location



of



the



image?



Answer : I gave various alternatives - from searching for RGB components, to using OCR.. he didn't appear fully satisfied. I think he was looking for edge-detection, but that would fail, if the text contained tables, etc. Interview2



:



He was friendly at the start but this interview was my worst. He asked me my favorite subject. I said that it was Programming. (He laughed at that)



1.



Which



are



the



four



storage



classes



in



C.



Answer : static, extern, register, auto 2.



Given a program:



int



i;



int {



main() int int



*k



=



(int



*)



malloc



j; (sizeof(int)); ...



}



Where



are



each



of



these



variables



stored?



Answer : I started off correctly, but he was able to confuse me. He brought in shared libraries, static libraries fundas into the discussion. We had a discussion for about twenty-minutes on this. Finally, he was happy with one of my answers because I had deduced which policy made sense and answered correctly. He said that out of all the people interviewed so far (I was second last), nobody had been able to answer all of these questions correctly. 3.



Question



on



polymorphism's.



this is easy - get it from any C++ book. He tried to confuse me again, but this time I was ready and he was finally satisfied.



Then he looked at my grades and said that out of all your grades, you have only two Bs and one of them is in Compilers. Why? (Damn it.. three non-A grades and that's all they ask about. What's wrong with this world?!)



Didn't you like Compilers? "Not in particular", I replied. "Fine. Now, I HAVE to ask you questions on compilers", he said.



4.



He again went back to the first question he had asked me. Once again, I had no satisfactory answer for him.



5.



Then he wrote out some code and asked me how the compiler will generate code for it. I gave some answer, but he was



clearly



not



satisfied.



I



thought



it



was



all



over



by



then.



Then, he asked me a DIP question. He commented that he had given that particular question to his juniors in IITB once



and



they



had



done



a



very



good



job



at



it.



The



problem



is



this:



A teacher is writing on a blackboard and we want to pass all the information on the blackboard over a low-bandwidth network



in



real-time.



How



do



we



do



it.



Answer : I first suggested that we capture only a small portion of the board. To locate that portion, we could search for the chalk in the prof's hand - of course, taking care that it had the blackboard in the background (no point capturing a video of the prof scratching his chin, na?). Further, if the prof was writing only text, we could convert the video into text by OCR and then transmitting. Simple diagrams could also be reduced to a set of vector-graphics



instructions (we rarely, see the prof shading stuff). I think he liked my approach, but was not completely satisfied. Anyway,



6.



we



left



it



at



that



and



went



forward.



Given a set of words one after another, give me a data structure so that you'll know whether a word has appeared already



or



not.



Answer : I suggested various alternatives. but he kept helping me and finally, we came up with an array of pointers to 26-trees (each node of the tree has 26 children). Store every word as a path from the root to a leaf with pointers in the correct places. For example, hello would be stored as - pointer from 'h' index of the root array to a node which had a pointer from 'e' index of it's array to a node which had a pointer from 'l' index of the array.. and so on. This is both



7.



time



and



space



efficient.



He asked me some questions on Inter process Communication: What's a semaphore? How are they used? He would often pick out words from my answers and ask me what they meant. He wanted to make sure that I really knew what I was talking about. I was able to answer all his questions, but I made the mistake of telling him, when we started off that I didn't know much about this subject as I had done it a long time ago. He was very annoyed at that, apparently



8.



because



a



lot



of



people



before



me



had



said



this.



He then asked me some DB fundas. Transaction. Serializability, Consistent state, etc. I was able to answer all of them. I stumbled around a bit in a few questions where I was explaining correctly, but not using the keywords that he



9.



was



looking



for.



Finally, he asked me whether I had any questions. I thought that I should say something to make him realize that I was not completely stupid and so asked him whether there was any logic to the order in which the short-listed candidates were called. This turned out to be a dumb move. The order was alphabetic and he sent me off with a parting shot, saying "You guys do pattern recognition and stuff and still you can't recognize such a simple pattern" Me



and



my



big



mouth!



Moral



of



the



story:



Don't



ask



questions



for



the



sake



of



asking.



Interview3



:



Puzzle



round



After the first two interviews, this one was like having a warm batch after being cold and wet for days! I did well in this one.



1.



There is a clock at the bottom of the hill and a clock at the top of the hill. The clock at the bottom of the hill works fine but the clock at the top doesn't. How will you synchronize the two clocks. Obviously, you can't carry either of the clocks up or down the hill! And you have a horse to help you transport yourself. And, the time required for going up



the



hill



is



not



equal



to



the



time



required



to



go



down



the



hill.



Answer : You have to go up the hill and come back, with horse, without horse, getting four equations to solve four unknowns - time to go uphill - with horse, without horse, time to go downhill - with horse, without horse. Then you can go up the hill and set the clock to '(time when you left) + (time to go uphill with horse)'



2.



There was one more puzzle.. I don't remember it. but I do remember that we started discussing ways of generating large prime numbers. I told him the funda of Mersenee primes (luckily remembered it) and he was decently impressed.



Prime number From Wikipedia, the free encyclopedia



Jump to: navigation, search "Prime" redirects here. For other uses, see Prime (disambiguation). A prime number (or a prime) is a natural number that has exactly two distinct natural number divisors: 1 and itself. The smallest twenty-five prime numbers (all the prime numbers under 100) are: 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83, 89, 97.[1] An infinitude of prime numbers exists, as demonstrated by Euclid around 300 BC,[2] although the density of prime numbers within natural numbers is 0. The number 1 is by definition not a prime number. The fundamental theorem of arithmetic establishes the central role of primes in number theory: any nonzero natural number n can be factored into primes, written as a product of primes or powers of different primes (including



the empty product of factors for 1). Moreover, this factorization is unique except for a possible reordering of the factors. The property of being prime is called primality. Verifying the primality of a given number n can be done by trial division. The simplest trial division method tests whether n is a multiple of each integer m between 2 and . If n is a multiple of any of these integers then it is a composite number, and so not prime; if it is not a multiple of any of these integers then it is prime. As this method requires up to trial divisions, it is only suitable for relatively small values of n. More sophisticated algorithms, which are much more efficient than trial division, have been devised to test the primality of large numbers. There is no known useful formula that yields all of the prime numbers and no composites. However, the distribution of primes, that is to say, the statistical behaviour of primes in the large can be modeled. The first result in that direction is the prime number theorem which says that the probability that a given, randomly chosen number n is prime is inversely proportional to its number of digits, or the logarithm of n. This statement has been proven since the end of the 19th century. The unproven Riemann hypothesis dating from 1859 implies a refined statement concerning the distribution of primes. Despite being intensely studied, there remain some open questions around prime numbers which can be stated simply. For example, Goldbach's conjecture which asserts that any even natural number bigger than two is the sum of two primes, or the twin prime conjecture which says that there are infinitely many twin primes (pairs of primes whose difference is two), have been unresolved for more than a century, notwithstanding the simplicity of their statements. Prime numbers give rise to various generalizations in other mathematical domains, mainly algebra, notably the notion of prime ideals. Primes are applied in several routines in information technology, such as public-key cryptography, which makes use of the difficulty of factoring large numbers into their prime factors. Searching for big primes, often using distributed computing, has stimulated studying special types of primes, chiefly Mersenne primes whose primality is comparably quick to decide. As of 2010, the largest known prime number has about 13 million decimal digits.[3]



Prime numbers and the fundamental theorem of arithmetic Main article: Fundamental theorem of arithmetic A natural number is called a prime or a prime number if it has exactly two distinct natural number divisors. Natural numbers greater than 1 that are not prime are called composite. Therefore, 1 is not prime, since it has only one divisor, namely 1. However, 2 and 3 are prime, since they have exactly two divisors, namely 1 and 2, and 1 and 3, respectively. Next, 4, is composite, since it has 3 divisors: 1, 2, and 4. Using symbols, a number n > 1 is prime if it cannot be written as a product of two integers a and b, both of which are larger than 1: n = a · b. The crucial importance of prime numbers to number theory and mathematics in general stems from the fundamental theorem of arithmetic which states that every positive integer larger than 1 can be written as a product of one or more primes in a way which is unique except possibly for the order of the prime factors. Primes can thus be considered the “basic building blocks” of the natural numbers. For example, we can write:



23244 = 2 · 2 · 3 · 13 · 149 = 22 · 3 · 13 · 149. (22 denotes the square or second power of 2.) As in this example, the same prime factor may occur multiple times. A decomposition: n = p1 · p2 · ... · pt of a number n into (finitely many) prime factors p1, p2, ... to pt is called prime factorization of n. The fundamental theorem of arithmetic can be rephrased so as to say that any factorization into primes will be identical except for the order of the factors. So, albeit there are many prime factorization algorithms to do this in practice for larger numbers, they all have to yield the same result. The set of all primes is often denoted P.



Examples and first properties



Illustration showing that 11 is a prime number while 12 is not The only even prime number is 2, since any larger even number is divisible by 2. Therefore, the term odd prime refers to any prime number greater than 2. The image at the right shows a graphical way to show that 12 is not prime. More generally, all prime numbers except 2 and 5, written in the usual decimal system, end in 1, 3, 7 or 9, since numbers ending in 0, 2, 4, 6 or 8 are multiples of 2 and numbers ending in 0 or 5 are multiples of 5. Similarly, all prime numbers above 3 are of the form 6n − 1 or 6n + 1, because all other numbers are divisible by 2 or 3. Generalizing this, all prime numbers above q are of form q#·n + m, where 0 < m < q, and m has no prime factor ≤ q. If p is a prime number and p divides a product ab of integers, then p divides a or p divides b. This proposition is known as Euclid's lemma. It is used in some proofs of the uniqueness of prime factorizations.



Primality of one One of the primary reasons to exclude 1 from the set of prime numbers is the fundamental theorem of arithmetic, which says that every positive integer x can be uniquely written as a product of primes. When x is itself prime, this factorization has only one prime (x itself) in it, and when x = 1 the factorization is the empty product. But if 1 were admitted as a prime, then any integer could be factored in an infinite number of ways. For example, in this case the number 3 could be factored as 1k · 3 = 3 for any integer k. More generally, in unique factorization domains, every non-zero element is a unique product of prime elements and a unit. The factorization would not be unique if products of units were allowed.



Until the 19th century, most mathematicians considered the number 1 a prime, the definition being just that a prime is divisible only by 1 and itself but not requiring a specific number of distinct divisors. There is still a large body of mathematical work that is valid despite labeling 1 a prime, such as the work of Stern and Zeisel. Derrick Norman Lehmer's list of primes up to 10,006,721, reprinted as late as 1956,[4] started with 1 as its first prime.[5] Henri Lebesgue is said to be the last professional mathematician to call 1 prime.[6] The change in label occurred so that the fundamental theorem of arithmetic, as stated, is valid, i.e., “each number has a unique factorization into primes.”[7][8] Furthermore, the prime numbers have several properties that the number 1 lacks, such as the relationship of the number to its corresponding value of Euler's totient function or the sum of divisors function.[9]



History



The Sieve of Eratosthenes is a simple algorithm for finding all prime numbers up to a specified integer. It was created in the 3rd century BC by Eratosthenes, an ancient Greek mathematician. (Click to see animation.) There are hints in the surviving records of the ancient Egyptians that they had some knowledge of prime numbers: the Egyptian fraction expansions in the Rhind papyrus, for instance, have quite different forms for primes and for composites. However, the earliest surviving records of the explicit study of prime numbers come from the Ancient Greeks. Euclid's Elements (circa 300 BC) contain important theorems about primes, including the infinitude of primes and the fundamental theorem of arithmetic. Euclid also showed how to construct a perfect number from a Mersenne prime. The Sieve of Eratosthenes, attributed to Eratosthenes, is a simple method to compute primes, although the large primes found today with computers are not generated this way. After the Greeks, little happened with the study of prime numbers until the 17th century. In 1640 Pierre de Fermat stated (without proof) Fermat's little theorem (later proved by Leibniz and Euler). A special case of Fermat's theorem may have been known much earlier by the Chinese. Fermat conjectured that all numbers of the form 22n + 1 are prime (they are called Fermat numbers) and he verified this up to n = 4 (or 216 + 1). However, the very next Fermat number 232 + 1 is composite (one of its prime factors is 641), as Euler discovered later, and in fact no further Fermat numbers are known to be prime. The French monk Marin Mersenne looked at primes of the form 2p − 1, with p a prime. They are called Mersenne primes in his honor. Euler's work in number theory included many results about primes. He showed the infinite series 1/2 + 1/3 + 1/5 + 1/7 + 1/11 + … is divergent. In 1747 he showed that the even perfect numbers are precisely the integers of the form 2p−1(2p − 1), where the second factor is a Mersenne prime.



At the start of the 19th century, Legendre and Gauss independently conjectured that as x tends to infinity, the number of primes up to x is asymptotic to x/ln(x), where ln(x) is the natural logarithm of x. Ideas of Riemann in his 1859 paper on the zeta-function sketched a program which would lead to a proof of the prime number theorem. This outline was completed by Hadamard and de la Vallée Poussin, who independently proved the prime number theorem in 1896. Proving a number is prime is not done (for large numbers) by trial division. Many mathematicians have worked on primality tests for large numbers, often restricted to specific number forms. This includes Pépin's test for Fermat numbers (1877), Proth's theorem (around 1878), the Lucas–Lehmer primality test (originated 1856),[10] and the generalized Lucas primality test. More recent algorithms like APRT-CL, ECPP, and AKS work on arbitrary numbers but remain much slower. For a long time, prime numbers were thought to have extremely limited application outside of pure mathematics;[citation needed] this changed in the 1970s when the concepts of public-key cryptography were invented, in which prime numbers formed the basis of the first algorithms such as the RSA cryptosystem algorithm. Since 1951 all the largest known primes have been found by computers. The search for ever larger primes has generated interest outside mathematical circles. The Great Internet Mersenne Prime Search and other distributed computing projects to find large primes have become popular in the last ten to fifteen years, while mathematicians continue to struggle with the theory of primes.



The number of prime numbers Main article: Euclid's theorem There are infinitely many prime numbers. The oldest known proof for this statement, sometimes referred to as Euclid's theorem, is attributed to the Greek mathematician Euclid. Euclid states the result as "there are more than any given [finite] number of primes", and his proof is essentially the following: Consider any finite set of primes. Multiply all of them together and add 1 (see Euclid number). The resulting number is not divisible by any of the primes in the finite set we considered, because dividing by any of these would give a remainder of 1. Because all non-prime numbers can be decomposed into a product of underlying primes, then either this resultant number is prime itself, or there is a prime number or prime numbers which the resultant number could be decomposed into but are not in the original finite set of primes. Either way, there is at least one more prime that was not in the finite set we started with. This argument applies no matter what finite set we began with. So there are more primes than any given finite number. (Euclid, Elements: Book IX, Proposition 20) This previous argument explains why the product P of finitely many primes plus 1 must be divisible by some prime (possibly itself) not among those finitely many primes. The proof is sometimes phrased in a way that falsely leads some readers to think that P + 1 must itself be prime, and think that Euclid's proof says the prime product plus 1 is always prime. This confusion arises when the proof is presented as a proof by contradiction and P is assumed to be the product of the members of a finite set containing all primes. Then it is asserted that if P + 1 is not divisible by any members of that set, then it is not divisible by any primes and "is therefore itself prime" (quoting G. H. Hardy[11]). This sometimes leads readers to conclude mistakenly that if P is the product of the first n primes then P + 1 is prime. That conclusion relies on a hypothesis later proved false, and so cannot be considered proved. The smallest counterexample with composite P + 1 is 2 × 3 × 5 × 7 × 11 × 13 + 1 = 30,031 = 59 × 509 (both primes).



Many more proofs of the infinitude of primes are known. Adding the reciprocals of all primes together results in a divergent infinite series:



The proof of that statement is due to Euler. More precisely, if S(x) denotes the sum of the reciprocals of all prime numbers p with p ≤ x, then S(x) = ln ln x + O(1) for x → ∞. Another proof based on Fermat numbers was given by Goldbach.[12] Kummer's is particularly elegant[13] and Harry Furstenberg provides one using general topology.[14] Not only are there infinitely many primes, Dirichlet's theorem on arithmetic progressions asserts that in every arithmetic progression a, a + q, a + 2q, a + 3q, … where the positive integers a and q are coprime, there are infinitely many primes. The recent Green–Tao theorem shows that there are arbitrarily long progressions consisting of primes.[15]



Verifying primality Main article: Primality test To use primes requires verifying whether a given number n is prime or not. There are several ways to achieve this. A sieve is an algorithm that yields all primes up to a given limit. The oldest such sieve is the sieve of Eratosthenes (see above), useful for relatively small primes. The modern sieve of Atkin is more complicated, but faster when properly optimized. Before the advent of computers, lists of primes up to bounds like 107 were also used.[16] In practice, one often wants to check whether a given number is prime, rather than generate a list of primes as the two mentioned sieve algorithms do. The most basic method to do this, known as trial division, works as follows: given a number n, one divides n by all numbers m less than or equal to the square root of that number. If any of the divisions come out as an integer, then the original number is not a prime. Otherwise, it is a prime. Actually it suffices to do these trial divisions for m prime, only. While an easy algorithm, it quickly becomes impractical for testing large integers because the number of possible factors grows too rapidly as the number-tobe-tested increases: According to the prime number theorem expounded below, the number of prime numbers less than n is near n / (ln (n) − 1). So, to check n for primality the largest prime factor needed is just less than , and so the number of such prime factor candidates would be close to . This increases ever more slowly with n, but, because there is interest in large values for n, the count is large also: for n = 10 20 it is 450 million. Modern primality test algorithms can be divided into two main classes, deterministic and probabilistic (or "Monte Carlo") algorithms. Probabilistic algorithms may report a composite number as a prime, but certainly do not identify primes as composite numbers; deterministic algorithms on the other hand do not have the possibility of such erring. The interest of probabilistic algorithms lies in the fact that they are often quicker than deterministic ones; in addition for most such algorithms the probability of erroneously identifying a composite number as prime is known. They typically pick a random number a called a "witness" and check some formula involving the witness and the potential prime n. After several iterations, they declare n to be "definitely composite" or "probably prime". For example, Fermat's primality test relies on Fermat's little theorem (see above). Thus, if



ap − 1 (mod p) is unequal to 1, p is definitely composite. However, p may be composite even if ap − 1 = 1 (mod p) for all witnesses a, namely when p is a Carmichael number. In general, composite numbers that will be declared probably prime no matter what witness is chosen are called pseudoprimes for the respective test. However, the most popular probabilistic tests do not suffer from this drawback. The following table compares some primality tests. The running time is given in terms of n, the number to be tested and, for probabilistic algorithms, the number k of tests performed. Test AKS primality test



Developed Deterministic in 2002 Yes



Running time O(log6+ε(n)) O(k · log2n · log log n · log log log n)



Fermat primality test



No



Lucas primality test



Yes



Solovay–Strassen 1977 primality test Miller–Rabin primality 1980 test Elliptic curve primality 1977 proving



No, error probability O(k·log3 n) 2−k No, error probability O(k · log2 n · log log n · log 4−k log log n) No



O(log5+ε(n))



Notes fails for Carmichael numbers requires factorization of n−1



heuristic running time



Special types of primes Further information: List of prime numbers



Construction of a regular pentagon. 5 is a Fermat prime. There are many particular types of primes, for example qualified by various formulae, or by considering its decimal digits. Primes of the form 2p − 1, where p is a prime number, are known as Mersenne primes. Their importance lies in the fact that there are comparatively quick algorithms testing primality for Mersenne primes. Primes of the form 22k + 1 are known as Fermat primes; a regular n-gon is constructible using straightedge and compass if and only if n = 2i · m



where m is a product of any number of distinct Fermat primes and i is any natural number, including zero. Only five Fermat primes are known: 3, 5, 17, 257, and 65,537. Prime numbers p where 2p + 1 is also prime are known as Sophie Germain primes. A prime p is called primorial or prime-factorial if it has the form p = n# ± 1 for some number n, where n# stands for the product 2 · 3 · 5 · 7 · … of all the primes ≤ n. A prime is called factorial if it is of the form n! ± 1. It is not known whether there are infinitely many primorial or factorial primes.



Location of the largest known prime Main articles: Largest known prime and Mersenne prime Since the dawn of electronic computers the largest known prime has almost always been a Mersenne prime because there exists a particularly fast primality test for numbers of this form, the Lucas–Lehmer primality test. The following table gives the largest known primes of the mentioned types. Prime



Number of decimal digits



Type



Date



392113# + 1



not a Mersenne prime (Proth number) 169,966 primorial prime



August 23, 2008 March 26, 2007 2001



34790! − 1



142,891 factorial prime



2002



65516468355 × 2333333 ±1



100,355 twin primes



2009



243,112,609 − 1



12,978,189 Mersenne prime



19,249 × 213,018,586 + 1



3,918,990



Found by Great Internet Mersenne Prime Search Seventeen or Bust Heuer[17] Marchal, Carmody and Kuosa [18] Twin prime search[19]



Some of the largest primes not known to have any particular form (that is, no simple formula such as that of Mersenne primes) have been found by taking a piece of semi-random binary data, converting it to a number n, multiplying it by 256k for some positive integer k, and searching for possible primes within the interval [256kn + 1, 256k(n + 1) − 1]. The Electronic Frontier Foundation offered a US$100,000 prize to the first discoverers of a prime with at least 10 million digits. On October 22, 2009, the prize was awarded to the Great Internet Mersenne Prime Search (GIMPS) for discovering the 45th known Mersenne prime, which is 243,112,609 − 1. The UCLA mathematics department owns the computer on which the discovery was made and received half of the prize money, with the remainder going to charity and future research.[20] The EFF also offers $150,000 and $250,000 for 100 million digits and 1 billion digits, respectively.[21]



Generating prime numbers Main article: Formula for primes There is no known formula for primes which is more efficient at finding primes than the methods mentioned above.



There is a set of Diophantine equations in 9 variables and one parameter with the following property: the parameter is prime if and only if the resulting system of equations has a solution over the natural numbers. This can be used to obtain a single formula with the property that all its positive values are prime. There is no polynomial, even in several variables, that takes only prime values. However, there are polynomials in several variables, whose positive values (as the variables take all positive integer values) are exactly the primes (for an example, see formula for primes). Another formula is based on Wilson's theorem mentioned above, and generates the number 2 many times and all other primes exactly once. There are other similar formulas which also produce primes.



Distribution Further information: Prime number theorem



The Ulam spiral. Black pixels show prime numbers. Given the fact that there is an infinity of primes, it is natural to seek for patterns or irregularities in the distribution of primes. The problem of modeling the distribution of prime numbers is a popular subject of investigation for number theorists. The occurrence of individual prime numbers among the natural numbers is (so far) unpredictable, even though there are laws (such as the prime number theorem and Bertrand's postulate) that govern their average distribution. Leonhard Euler commented Mathematicians have tried in vain to this day to discover some order in the sequence of prime numbers, and we have reason to believe that it is a mystery into which the mind will never penetrate.[22] In a 1975 lecture, Don Zagier commented There are two facts about the distribution of prime numbers of which I hope to convince you so overwhelmingly that they will be permanently engraved in your hearts. The first is that, despite their simple definition and role as the building blocks of the natural numbers, the prime numbers grow like weeds among the natural numbers, seeming to obey no other law than that of chance, and nobody can predict where the next one will sprout. The second fact is even more astonishing, for it states just the opposite: that the prime numbers exhibit stunning regularity, that there are laws governing their behavior, and that they obey these laws with almost military precision.[23] Euler noted that the function



n2 + n + 41



gives prime numbers for n < 40 (but not necessarily so for bigger n), a remarkable fact leading into deep algebraic number theory, more specifically Heegner numbers. The Ulam spiral depicts all natural numbers in a spiral-like way. Surprisingly, prime numbers cluster on certain diagonals and not others.



Number of prime numbers below a given number Main article: Prime counting function



A chart depicting π(n) (blue), n / ln (n) (green) and Li (n), the offset logarithmic integral (red) The prime-counting function π(n) is defined as the number of primes up to n. For example π(11) = 5, since there are five primes less than or equal to 11. There are known algorithms to compute exact values of π(n) faster than it would be possible to compute each prime up to n. Values as large as π(1020) can be calculated quickly and accurately with modern computers. For larger values of n, beyond the reach of modern equipment, the prime number theorem provides an estimate: π(n) is approximately n/ln(n). In other words, as n gets very large, the likelihood that a number less than n is prime is inversely proportional to the number of digits in n. Even better estimates are known; see for example Prime number theorem#The prime-counting function in terms of the logarithmic integral. If n is a positive integer greater than 1, then there is always a prime number p with n < p < 2n (Bertrand's postulate).



Gaps between primes Main article: Prime gap A sequence of consecutive integers none of which is prime constitutes a prime gap. There are arbitrarily long prime gaps: for any natural number n larger than 1, the sequence (for the notation n! read factorial) n! + 2, n! + 3, …, n! + n is a sequence of n − 1 consecutive composite integers, since n! + m = m · (n!/m + 1) = m · [(1 · 2 · … · (m − 1) · (m + 1) … n) + 1] is composite for any 2 ≤ m ≤ n. On the other hand, the gaps get arbitrarily small in proportion to the primes: the quotient (pi + 1 − pi) / pi, where pi denotes the ith prime number (i.e., p1 = 2, p2 = 3, etc.), approaches zero as i approaches infinity.



Open questions The Riemann hypothesis Main article: Riemann hypothesis To state the Riemann hypothesis, one of the oldest, yet, as of 2010, unproven mathematical conjectures, it is necessary to understand the Riemann zeta function (s is a complex number with real part bigger than 1)



The second equality is a consequence of the fundamental theorem of arithmetics, and shows that the zeta function is deeply connected with prime numbers. For example, the fact (see above) that there are infinitely many primes can be read off from the divergence of the harmonic series:



If there were a finite number of primes then ζ(1) would have a finite value - but instead we know that the Riemann zeta function has a simple pole at 1. Another example of the richness of the zeta function and a glimpse of modern algebraic number theory is the following identity (Basel problem), due to Euler,



Riemann's hypothesis is concerned with the zeroes of the ζ-function (i.e., s such that ζ(s) = 0). The connection to prime numbers is that it essentially says that the primes are as regularly distributed as possible. From a physical viewpoint, it roughly states that the irregularity in the distribution of primes only comes from random noise. From a mathematical viewpoint, it roughly states that the asymptotic distribution of primes (about 1/ log x of numbers less than x are primes, the prime number theorem) also holds for much shorter intervals of length about the square root of x (for intervals near x). This hypothesis is generally believed to be correct. In particular, the simplest assumption is that primes should have no significant irregularities without good reason.



Other conjectures Further information: Category:Conjectures about prime numbers Besides the Riemann hypothesis, there are many more conjectures about prime numbers, many of which are old: for example, all four of Landau's problems from 1912 (the Goldbach, twin prime, Legendre conjecture and conjecture about n2+1 primes) are still unsolved. Many conjectures deal with the question whether an infinity of prime numbers subject to certain constraints exists. It is conjectured that there are infinitely many Fibonacci primes[24] and infinitely many Mersenne primes, but not Fermat primes.[25] It is not known whether or not there are an infinite number of prime Euclid numbers. A number of conjectures concern aspects of the distribution of primes. It is conjectured that there are infinitely many twin primes, pairs of primes with difference 2 (twin prime conjecture). Polignac's conjecture is a



strengthening of that conjecture, it states that for every positive integer n, there are infinitely many pairs of consecutive primes which differ by 2n. It is conjectured there are infinitely many primes of the form n2 + 1.[26] These conjectures are special cases of the broad Schinzel's hypothesis H.[citation needed] Brocard's conjecture says that there are always at least four primes between the squares of consecutive primes greater than 2. Legendre's conjecture states that there is a prime number between n2 and (n + 1)2 for every positive integer n. It is implied by the stronger Cramér's conjecture. Other conjectures relate the additive aspects of numbers with prime numbers: Goldbach's conjecture asserts that every even integer greater than 2 can be written as a sum of two primes, while the weak version states that every odd integer greater than 5 can be written as a sum of three primes.



Applications For a long time, number theory in general, and the study of prime numbers in particular, was seen as the canonical example of pure mathematics, with no applications outside of the self-interest of studying the topic. In particular, number theorists such as British mathematician G. H. Hardy prided themselves on doing work that had absolutely no military significance.[27] However, this vision was shattered in the 1970s, when it was publicly announced that prime numbers could be used as the basis for the creation of public key cryptography algorithms. Prime numbers are also used for hash tables and pseudorandom number generators. Some rotor machines were designed with a different number of pins on each rotor, with the number of pins on any one rotor either prime, or coprime to the number of pins on any other rotor. This helped generate the full cycle of possible rotor positions before repeating any position. The International Standard Book Numbers work with a check digit, which exploits the fact that 11 is a prime.



Arithmetic modulo a prime p Main article: Modular arithmetic Modular arithmetic is a modification of usual arithmetic, by doing all calculations "modulo" a fixed number n. All calculations of modular arithmetic take place in the finite set {0, 1, 2, ..., n − 1}. Calculating modulo n means that sums, differences and products are calculated as usual, but then only the remainder after division by n is considered. For example, let n = 7. Then, in modular arithmetic modulo 7, the sum 3 + 5 is 1 instead of 8, since 8 divided by 7 has remainder 1. Similarly, 6 + 1 = 0 modulo 7, 2 − 5 = 4 modulo 7 (since −3 + 7 = 4) and 3 · 4 = 5 modulo 7 (12 has remainder 5). Standard properties of addition and multiplication familiar from the number system of the integers or rational numbers remain valid, for example (a + b) · c = a · c + b · c (law of distributivity). In general it is, however, not possible to divide in this setting. For example, for n = 6, the equation 3 · x = 2 (modulo 6), a solution x of which would be an analogue of 2/3, cannot be solved, as one can see by calculating 3 · 0, ..., 3 · 5 modulo 6. The distinctive feature of prime numbers is the following: division is possible in modular arithmetic if and only if n is a prime. For n = 7, the equation 3 · x = 2 (modulo 7)



has a unique solution, x = 3. Equivalently, n is prime if and only if all integers m satisfying 2 ≤ m ≤ n − 1 are coprime to n, i.e., their greatest common divisor is 1. Using Euler's totient function φ, n is prime if and only if φ(n) = n − 1. The set {0, 1, 2, ..., n − 1}, with addition and multiplication is denoted Z/nZ for all n. In the parlance of abstract algebra, it is a ring, for any n, but a finite field if and only if n is prime. A number of theorems can be derived from inspecting Z/pZ in an abstract way. For example Fermat's little theorem, stating that ap − a is divisible by p for any integer a, may be proved using these notions. A consequence of this is the following: if p is a prime number other than 2 and 5, 1/p is always a recurring decimal, whose period is p − 1 or a divisor of p − 1. The fraction 1/p expressed likewise in base q (rather than base 10) has similar effect, provided that p is not a prime factor of q. Wilson's theorem says that an integer p > 1 is prime if and only if the factorial (p − 1)! + 1 is divisible by p. Moreover, an integer n > 4 is composite if and only if (n − 1)! is divisible by n.



Other mathematical occurrences of primes Many mathematical domains make great use of prime numbers. An example from the theory of finite groups are the Sylow theorems: if G is a finite group and pn is the highest power of the prime p which divides the order of G, then G has a subgroup of order pn. Also, any group of prime order is cyclic (Lagrange's theorem).



Public-key cryptography Main article: Public key cryptography Several public-key cryptography algorithms, such as RSA and the Diffie–Hellman key exchange, are based on large prime numbers (for example 512 bit primes are frequently used for RSA and 1024 bit primes are typical for Diffie–Hellman.). RSA relies on the fact that it is thought to be much easier (i.e., more efficient) to perform the multiplication of two (large) numbers x and y than to calculate x and y (assumed coprime) if only the product xy is known. The Diffie–Hellman key exchange relies on the fact that there are efficient algorithms for modular exponentiation, while the reverse operation the discrete logarithm is thought to be a hard problem.



Prime numbers in nature Inevitably, some of the numbers that occur in nature are prime. There are, however, relatively few examples of numbers that appear in nature because they are prime. One example of the use of prime numbers in nature is as an evolutionary strategy used by cicadas of the genus Magicicada.[28] These insects spend most of their lives as grubs underground. They only pupate and then emerge from their burrows after 13 or 17 years, at which point they fly about, breed, and then die after a few weeks at most. The logic for this is believed to be that the prime number intervals between emergences make it very difficult for predators to evolve that could specialise as predators on Magicicadas.[29] If Magicicadas appeared at a non-prime number intervals, say every 12 years, then predators appearing every 2, 3, 4, 6, or 12 years would be sure to meet them. Over a 200-year period, average predator populations during hypothetical outbreaks of 14- and 15-year cicadas would be up to 2% higher than during outbreaks of 13- and 17-year cicadas.[30] Though small, this advantage appears to have been enough to drive natural selection in favour of a prime-numbered life-cycle for these insects. There is speculation that the zeros of the zeta function are connected to the energy levels of complex quantum systems.[31]



Generalizations The concept of prime number is so important that it has been generalized in different ways in various branches of mathematics. Generally, "prime" indicates minimality or indecomposability, in an appropriate sense. For example, the prime field is the smallest subfield of a field F containing both 0 and 1. It is either Q or the finite field with p elements, whence the name. Often a second, additional meaning is intended by using the word prime, namely that any object can be, essentially uniquely, decomposed into its prime components. For example, in knot theory, a prime knot is a knot which is indecomposable in the sense that it cannot be written as the knot sum of two nontrivial knots. Any knot can be uniquely expressed as a connected sum of prime knots.[32] Prime models and prime 3-manifolds are other examples of this type.



Prime elements in rings Main articles: Prime element and Irreducible element Prime numbers give rise to two more general concepts that apply to elements of any ring R, an algebraic structure where addition, subtraction and multiplication are defined: prime elements and irreducible elements. An element p of R is called prime if it is not a unit (i.e., does not have a multiplicative inverse) and the following property holds: given x and y in R such that p divides the product, then p divides at least one factor. Irreducible elements are ones which cannot be written as a product of two ring elements that are not units. In general, this is a weaker condition, but for any unique factorization domain, such as the ring Z of integers, the set of prime elements equals the set of irreducible elements, which for Z is : {…, −11, −7, −5, −3, −2, 2, 3, 5, 7, 11, …}. A common example is the Gaussian integers Z[i], that is, the set of complex numbers of the form a + bi with a and b in Z. This is an integral domain, its prime elements are known as Gaussian primes. Not every prime (in Z) is a Gaussian prime: in the bigger ring Z[i], 2 factors into the product of the two Gaussian primes (1 + i) and (1 − i). Rational primes (i.e. prime elements in Z) of the form 4k + 3 are Gaussian primes, whereas rational primes of the form 4k + 1 are not. Gaussian primes can be used in proving quadratic reciprocity, while Eisenstein primes play a similar role for cubic reciprocity.



Prime ideals Main article: Prime ideals In ring theory, the notion of number is generally replaced with that of ideal. Prime ideals, which generalize prime elements in the sense that the principal ideal generated by a prime element is a prime ideal, are an important tool and object of study in commutative algebra, algebraic number theory and algebraic geometry. The prime ideals of the ring of integers are the ideals (0), (2), (3), (5), (7), (11), … The fundamental theorem of arithmetic generalizes to the Lasker-Noether theorem which expresses any ideal in a Noetherian commutative ring as the intersection of primary ideals, which are the appropriate generalizations of prime powers.[33] Prime ideals are the points of algebro-geometric objects, via the notion of the spectrum of a ring. Arithmetic geometry also benefits from this notion, and many concepts exist in both geometry and number theory. For example, factorization or ramification of prime ideals when lifted to an extension field, a basic problem of algebraic number theory, bears some resemblance with ramification in geometry.



Primes in valuation theory In algebraic number theory, yet another generalization is used. A starting point for valuation theory is the p-adic valuations, where p is a prime number. It tells what highest power p divides a given number n. Using that, the padic norm is set up, which, in contrast to the usual absolute value, gets smaller when a number is multiplied by p. The completion of Q (the field of rational numbers) with respect to this norm leads to Qp, the field of p-adic numbers, as opposed to R, the reals, which are the completion with respect to the usual absolute value. To highlight the connection to primes, the absolute value is often called the infinite prime. These are essentially all possible ways to complete Q, by Ostrowski's theorem. In an arbitrary field K, one considers valuations on K, certain functions from K to the real numbers R. Every such valuation yields a topology on K, and two valuations are called equivalent if they yield the same topology. A prime of K (sometimes called a place of K) is an equivalence class of valuations. Arithmetic questions related to, global fields such as Q may, in certain cases, be transferred back and forth to the completed fields (known as local fields), a concept known as local-global principle. This again underlines the importance of primes to number theory.



In the arts and literature Prime numbers have influenced many artists and writers. The French composer Olivier Messiaen used prime numbers to create ametrical music through "natural phenomena". In works such as La Nativité du Seigneur (1935) and Quatre études de rythme (1949–50), he simultaneously employs motifs with lengths given by different prime numbers to create unpredictable rhythms: the primes 41, 43, 47 and 53 appear in one of the études. According to Messiaen this way of composing was "inspired by the movements of nature, movements of free and unequal durations".[34] In his science fiction novel Contact, later made into a film of the same name, the NASA scientist Carl Sagan suggested that prime numbers could be used as a means of communicating with aliens, an idea that he had first developed informally with American astronomer Frank Drake in 1975.[35] Many films reflect a popular fascination with the mysteries of prime numbers and cryptography: films such as Cube, Sneakers, The Mirror Has Two Faces and A Beautiful Mind, the latter of which is based on the biography of the mathematician and Nobel laureate John Forbes Nash by Sylvia Nasar.[36] Prime numbers are used as a metaphor for loneliness and isolation in the Paolo Giordano novel The Solitude of Prime Numbers, in which they are portrayed as "outsiders" among integers.[37]



Generating primes In computational number theory, a variety of algorithms make it possible to generate prime numbers efficiently. These are used in various applications, for example hashing, public-key cryptography, and search of prime factors in large numbers. For relatively small numbers, it is possible to just apply trial division to each successive odd number. Prime sieves are almost always faster.



Prime sieves A prime sieve or prime number sieve is a fast type of algorithm for finding primes. There are many prime sieves, but the simple sieve of Eratosthenes, the faster but more complicated sieve of Atkin[1], and the various wheel sieves[2] are most common. A prime sieve works by creating a list of all integers up to a desired limit and progressively removing composite numbers until only primes are left. This is the most efficient way to obtain a large range of primes; however, to find individual primes, direct primality tests are more efficient.



Large primes For the large primes used in cryptography, it is usual to use a modified form of sieving: a randomly-chosen range of odd numbers of the desired size is sieved against a number of relatively small odd primes (typically all primes less than 65,000). The remaining candidate primes are tested in random order with a standard primality test such as the Miller-Rabin primality test for probable primes. Alternatively, a number of techniques exist for efficiently generating provable primes. These include generating prime numbers p for which the prime factorization of p − 1 or p + 1 is known.



Complexity The sieve of Eratosthenes is generally considered the easiest sieve to implement, but it is not the fastest. It can find all the primes up to N in time O(N), while the sieve of Atkin and most wheel sieves run in sublinear time O(N/log log N). The sieve of Atkin takes space N1/2+o(1); Eratosthenes' sieve takes slightly less space O(N1/2). Sorenson[3] shows an improvement to the wheel sieve that takes even less space at O(N/((log N)Llog log N) for any L > 1.
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ADOBE Written Test 1) Wap to reverse a linked list and sort the same. 2) Given two integers A & B. Determine how many bits required to convert A to B. Write a function int BitSwapReqd(int A, int B); 3) Write an algorithm to insert a node into sorted linked list.After inserting, the list must be sorted. 4) Without using /,% and * operators. write a function to divide a number by 3. itoa() function is available. 5) Wap to swap two integer pointers. 6)Write a funcn int round(float x) to round off a floating point num to int. 7) write an ALP to find sum of First n natural numbers using the following Instructions LDA num ; load Accumulator with num DCR R ; decrement Register R INR R ; increment Register R MOV x,y ; move the contents of register y into register x JZ label ; jump to label if A=0 DJNZ label; Decrement & Jump if A 0 you can use B & C registers in addition to A register 8) prove that a tree is BST.what is height of a tree? 9) Given A,B & C Boolean polynomials.Prove That (A+BC)=(A+B)(A+C)



Other postings: 1. You are given two candles of equal size, which can burn 1 hour each. You have to measure 90 minutes with these candles. (There is no scale or clock). Also u r given a lighter. Ans: 1. First light up the two ends of the 1st candle. When it will burn out light up one end of the second candle. (30+60=90) 2. Try the similar problem to measure 45 minutes. Ans: First light-up the two ends of the 1st candle and one end of the 2nd candle. When the 1st candle will burn out ,then light up the both ends of the 2nd candle (15+30=45) 3. You r given a thermometer. What can u do by this without measuring the temperature? Ans: if u put thermometer into a tree it won?t grow anymore, will just die off 4. How it is possible to place four points that are equidistance from each other? OR U r a landscape designer and your boss asked u to design a landscape such that you should place 4 trees equidistance from each other. (Distance from each tree to the other must be same) Ans: Only 3 points can be equidistant from each other. But if u place points in the shape of a pyramid then its possible 5. You are given a cake; one of its corner is broken. How will u cut the rest into Two equal parts? Ans: Slice the cake 6. How will you recognize the magnet & magnetic material & non-magnetic material? Ans: Drag one piece of material over another. There is no attractive force in the middle portion of the magnet. OR Get a piece of thread and tie up with the one bar and check for poles. If it iron bar then it moves freely and if it is magnetic bar then it fix in one direction according to poles.



7. If one tyre of a car suddenly gets stolen.... and after sometime u find the tyre without the screws how will u make ur journey complete? Ans: Open 3 screws, 1 from each tyre and fix the tyre. 8. How can u measure a room height using a thermometer? Ans: temp varies with height. but its dependent on various other factors like humidity, wind etc. 9. What is the height of room if after entering the room with a watch ur head strikes a hanging bulb? Ans: Oscillate the hanging bulb. Calculate the time period for one complete oscillation by Simple Harmonic Motion (SHM) of the handing bulb. Put it in the formula T=2 * 3.14 * (L/G)^1/2 L will be the length of the hanging thread. Add the L with ur height to get the height of the room. OR Ans: Drop it from the room and find the time at which it strikes the floor. Using physics formula s = (at^2)/2 (IM NOT SURE ABOUT THIS ONE) 10. Color of bear.... if it falls from 1m height in 1s. Ans: We get 'g' perfect 10 which is only in poles...hence polar bear...color White 11. How will you measure height of building when you are at the top of the building? And if you have stone with you. Ans: Drop the stone and find the time taken for the stone to reach the ground. find height using the formula s = a + gt ( s = height, a= initial velocity=0, g=9.8m/s, t = time taken) 12. How wud u catch and receive a ball in same direction? (Dropping is from north And receiving from bottom not accepted, as it is 2 directions) Ans: ? 13. 25 statements given. Some tell truth, some false and some alternators. Find out the true statements. Ans: ? 14. Can u make 120 with 5 zeros?



Ans: Factorial (factorial (0)+factorial (0)+factorial (0)+factorial (0)+factorial (0)) = 120 15.There are three people A, B, C. Liars are of same type and Truth speaking people are of same type. Find out who is speaking truth and who is speaking false from the following statements: a) A says: B is a liar. b) B says: A and C are of same type. Ans: lets assume A is speaking truth. It means B is a liar then it means A and C are not of same type. 16.5 swimmers A, B, C, E, F and many conditions of their positions like there are Two b/w A & F, B doesn't win etc the question was to find who was b/w like E & D? Ans: ? 17. in a race u drove 1st lap with 40kmph and in the second lap at what speed u must drive so that ur average speed must be 80kmph. Ans: its impossible! if u drove the first lap in 40 kmph, its impossible that the average speed of both the laps is 80kmph. for eg. consider one lap distance = 80km. time req. to cover 1 lap = 80km/40kmph = 2 hrs. if the avg. speed is 80kmph, then the total time would have taken = 160kms/80kmph = 2 hrs. same is the case with any other distance u consider. so the avg to be 80kmph is impossible 18. You have to draw 3 concentric circles with a line passing thru their center without lifting hand. Ans: Start the line complete one circle move inside circles along the line and then draw second circle. Like wise rest. 19. A rectangular paper is there. At a corner a rectangular size paper is taken from it. Now you have to cut the remaining paper into two equal halves. Ans: try it on the paper. You must fold the part that has complete paper and select Half of it and then fold the part that cut and selects half of it and then cut along



the folding. (I DONT UNDERSTAND THIS ONE!!) 20. Value of (x-a)(x-b)???..(x-z) Ans: 0 as there?s X-X term 21. There are 9 coins. 8 are of 1 gm and 1 is of 2 grams. How will you find out the heavier coin in minimum number of weighing and how many weighing it will need? Ans: 2 weighing ( Divide the number of coins into 3 parts at each weighing)
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