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Short Description

Descripción: complete report on 8k camera resolution system...



Description


ABSTRACT A camera is an optical instrument that records images that can be stored directly, transmitted to another location, or both. These images may be still photographs or moving images such as videos or movies. The term camera comes from the word camera obscure (Latin for "dark chamber"), an early mechanism for projecting images. The modern camera evolved from the camera obscure. The functioning of the camera is very similar to the functioning of the human eye. The display resolution of a digital television, computer monitors or display device is the number of distinct pixels in each dimension that can be displayed. It can be an ambiguous term especially as the displayed resolution is controlled by different factors in cathode ray tube (CRT), flat-panel display which includes liquid crystal displays, or projection displays using fixed picture-element (pixel) arrays. Research and development of ultrahigh definition imaging systems that go beyond high definition television (HDTV) have converged in the field of ‘‘4K’’ and ‘‘8K’’ imaging systems. The 4K imaging system is used for digital cinema, while the 8K systems have been developed for use in next generation TV broadcasting systems. The latter at 60 frames/s represents the highest pixel count and frame rate of any system, which includes their transmission design. Here an overview of two ‘‘8K’’ camera systems is explained. One achieves a full resolution of 8K using three 33-Mpixel image sensors. The other is a more compact and practical camera system that uses four 8-Mpixel image sensors.
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8K EXTREMELY HIGH RESOLUTION CAMERA STSTEM



CHAPTER 1 INTRODUCTION The development of ultrahigh definition imaging equipment has progressed hand-inhand with the evolution of high speed video signal processing. A good example of this trend is the advent of ‘‘digital cinema,’’ which has ‘‘4K’’ images [4K images have approximately eight Mpixels]. Simultaneously, the ultrahigh-resolution television systems with better resolutions than a high definition television (HDTV) are being studied as a way to convey a relatively strong sensation of reality to viewers. Development began with ultrahigh-resolution video equipment for a future TV system in 1995 and in 2000, and developed super hi vision (SHV), which has 7680 (H) _4320 (V) pixels per frame, and a frame rate of 60 frames/s. An SHV system is included in an ‘‘8K’’ system, which has approximately 8000 horizontal pixel counts. The experimental evaluation and testing to determine the parameters for this cuttingedge imaging system require image capture and display devices with Mpixels (7680 _4320). Even though it is vital to develop an SHV system, we are afraid that it would take a long time to develop such high pixel count devices for a practical use system. Two camera systems for SHV have been developed. One of these uses four 8-Mpixel sensors. This is called a dual-green system and is intended for use in the period before the deployment of the full-specification system in the 2020s. The other system consists of three 33-Mpixel complementary metal oxide semiconductor (CMOS) image sensors. This development captures images with the ‘‘true’’ SHV spatial resolution. The development of this camera is based on the development of an image sensor with 33 Mpixels, which is the full pixel count for SHV. First, a practical SHV camera system using a four-sensor imaging method and the unique technologies in such a high resolution camera system are explained. A discussion of the features of the four-sensor imaging method and the configuration of a prototype camera system along with the evaluations of the special offset imaging method used for capturing ultrahigh resolution images and a method for reducing the chromatic aberration of lens are given. The features of the recently developed practical camera system are also introduced. Next, a newly developed prototype camera system with three 33-Mpixel CMOS image sensors is explained.
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1.1. CAMERA A camera is an optical instrument that records images that can be stored directly, transmitted to another location, or both. These images may be still photographs or moving images such as videos or movies. The term camera comes from the word camera obscura (Latin for "dark chamber"), an early mechanism for projecting images. The modern camera evolved from the camera obscura. The functioning of the camera is very similar to the functioning of the human eye. 1.2. HISTORY The forerunner to the photographic camera was the camera obscura. In the fifth century B.C., the Chinese philosopher Mo Ti noted that a pinhole can form an inverted and focused image, when light passes through the hole and into a dark area. Mo Ti is the first recorded person to have exploited this phenomenon to trace the inverted image to create a picture. By the fifteenth century, artists and scientists were using this phenomenon to make observations. Originally, an observer had to enter an actual room, in which a pinhole was made on one wall. On the opposite wall, the observer would view the inverted image of the outside. The name camera obscura, Latin for "dark room", derives from this early implementation of the optical phenomenon. The term was first coined by mathematician and astronomer Johannes Kepler. Before the development of the photographic camera, it had been known for hundreds of years that some substances, such as silver salts, darkened when exposed to sunlight. To create images, Wedgwood placed items, such as leaves and insect wings, on ceramic pots coated with silver nitrate, and exposed the set-up to light. These images weren't permanent, however, as Wedgwood didn't employ a fixing mechanism. He ultimately failed at his goal of using the process to create fixed images created by a camera obscura.
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Fig.1.1. 19th century diagram showing an artist using a camera obscura as a drawing aid







Fig. 1.2.View from the Window at Le Gras (1826), the earliest surviving photograph







Fig. 1.3.The Giroux daguerreotype camera, the first to be commercially produced



The first permanent photograph of a camera image was made in 1826 by Joseph Nicéphore Niépce using a sliding wooden box camera made by Charles and Vincent Chevalier in Paris. Niépce had been experimenting with ways to fix the images of a camera obscura since 1816. The photograph Niépce succeeded in creating shows the view from his window. It was made using an 8-hour exposure on pewter coated with bitumen. Niépce called his process “heliography”. The first photographic camera developed for commercial
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manufacture was a daguerreotype camera, built by Alphonse Giroux. The camera was a double-box design, with a landscape lens fitted to the outer box, and a holder for a ground glass focusing screen and image plate on the inner box. By sliding the inner box, objects at various distances could be brought to as sharp a focus as desired. After a satisfactory image had been focused on the screen, the screen was replaced with a sensitized plate. A knurled wheel controlled a copper flap in front of the lens, which functioned as a shutter. The first camera utilizing digital technologies to capture and store images was developed by Kodak engineer Steven Sasson in 1975. He used a charge-coupled device (CCD) provided by Fairchild Semiconductor, which provided only 0.01 megapixels to capture images. Sasson combined the CCD device with movie camera parts to create a digital camera that saved black and white images onto a cassette tape. The images were then read from the cassette and viewed on a TV monitor. 1.3. DIGITAL CAMERA A digital camera (or digicam) is a camera that encodes digital images and videos digitally and stores them for later reproduction. Most cameras sold today are digital, and digital cameras are incorporated into many devices ranging from PDA sand mobile phones (called camera phones) to vehicles. Digital and film cameras share an optical system, typically using a lens with a variable diaphragm to focus light onto an image pickup device. The diaphragm and shutter admit the correct amount of light to the imager, just as with film but the image pickup device is electronic rather than chemical. However, unlike film cameras, digital cameras can display images on a screen immediately after being recorded, and store and delete images from memory. Many digital cameras can also record moving videos with sound. Some digital cameras can crop pictures and perform other elementary image editing. Earlier ones used a camera tube; later ones digitized the signal. Early uses were mainly military and scientific; followed by medical and news applications. In the mid to late 1990s digital cameras became common among consumers. By the mid-2000s digital cameras had largely replaced film cameras and higher end cell phones had an integrated digital camera. By
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the beginning of the 2010s Smartphone had an integrated digital camera.



Fig 1.4.Digital camera



1.4. VIDEO CAMERA A video camera is a camera used for electronic motion picture acquisition, initially developed by the television industry but now common in other applications as well. The earliest



video



cameras



were



those



of John



Logie



Baird,



based



on



the



electromechanical Nipkow disk and used by the BBC in experimental broadcasts through the 1930s. All electronic designs based on the cathode ray tube, such as Vladimir Zworykin's Iconoscope and Philo T. Farnsworth's Image dissector, supplanted the Baird system by the 1940s and remained in wide use until the 1980s, when cameras based on solidstate image sensors such as CCDs eliminated common problems with tube technologies such as image burn-in and made digital video workflow practical.
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Video cameras are used primarily in two modes. The first, characteristic of much early broadcasting, is live television, where the camera feeds real time images directly to a screen for immediate observation. A few cameras still serve live television production, but most live connections are for security, military/tactical, and industrial operations where surreptitious or remote viewing is required. In the second mode the images are recorded to a storage device for archiving or further processing; for many years, videotape was the primary format used for this purpose, but optical disc media, hard disk, and flash memory in tapeless camcorders are all increasingly used. Recorded video is used in television and film production and more often surveillance and monitoring tasks where unattended recording of a situation is required for later analysis.



Fig 1.5. Video Camera
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CHAPTER 2 DISPLAY RESOLUTION The display resolution of a digital television, computer monitors or display devices is the number of distinct pixels in each dimension that can be displayed. It can be an ambiguous term especially as the displayed resolution is controlled by different factors in cathode ray tube (CRT), flat-panel display which includes liquid-crystal displays, or projection displays using fixed picture-element (pixel) arrays. It is usually quoted as width × height, with the units in pixels: for example, "1024 × 768" means the width is 1024 pixels and the height is 768 pixels. This example would normally be spoken as "ten twenty-four by seven sixty-eight" or "ten twenty-four by seven six eight". One use of the term "display resolution" applies to fixed pixel array displays such as plasma



display



panels (PDPs), liquid



crystal



displays



(LCDs), digital



light



processing (DLP)projectors, or similar technologies, and is simply the physical number of columns and rows of pixels creating the display (e.g. 1920 × 1080). A consequence of having a fixed-grid display is that, for multi-format video inputs, all displays need a "scaling engine" to match the incoming picture format to the display. For broadcast television standards the use of the word resolution here is a misnomer, though common. The term "display resolution" is usually used to mean pixel dimensions, the number of pixels in each dimension (e.g. 1920 × 1080), which does not tell anything about the pixel density of the display on which the image is actually formed: broadcast television resolution properly refers to the pixel density, the number of pixels per unit distance or area, not total number of pixels. In digital measurement, the display resolution would be given in pixels per inch. In analog measurement, if the screen is 10 inches high, then the horizontal resolution is measured across a square 10 inches wide. This is typically stated as "lines horizontal resolution, per picture height;" for example, analog NTSC TVs can typically display about 340 lines of "per picture height" horizontal resolution from over-the-air sources, which is equivalent to about 440 total lines of actual picture information from left edge to right edge.
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2.1. HIGH DEFINITION VIDEO High-definition video is a video of higher resolution and quality than standarddefinition. While there is no standardized meaning for high-definition, generally any video image with more than 480 horizontal lines (North America) or 576 lines (Europe) is considered high-definition. 720 scan lines is generally the minimum even though the majority of systems greatly exceed that. Images of standard resolution captured at rates faster than normal by a high-speed camera may be considered high-definition in some contexts. Television series' shot on high-definition video are made to look as if they have been shot on film, a technique which is often known as filmizing. 2.2. STANDARD DEFINITION (SD) VIDEO Film-out of standard-definition video or any source that has an incompatible frame rate is the up-conversion of video media to film for theatrical viewing. The video-to-film conversion process consists of two major steps: first, the conversion of video into digital "film frames" which are then stored on a computer or on HD videotape; and secondly, the printing of these digital "film frames" onto actual film. To understand these two steps, it is important to understand how video and film differ. Film has remained unchanged for almost a century and creates the illusion of moving images through the rapid projection of still images, "frames", upon a screen, typically 24 per second. Traditional interlaced SD video has no real frame rate, (though the term "frame" is applied to video, it has a different meaning). Instead, video consists of a very fast succession of horizontal lines that continually cascade down the television screen streaming top to bottom, before jumping back to the top and then streaming down to the bottom again, repeatedly, almost 60 alternating screen fulls every second for NTSC, or exactly 50 such screen fulls per second for PAL and SECAM. Since visual movement in video is infused in this continuous cascade of scans lines, there is no discrete image or real "frame" that can be identified at any one time. Therefore, when transferring video to film, it is necessary to "invent" individual film frames, 24 for every second of elapsed time. The bulk of the work done by a film-out company is this first step, creating film frames out of the stream of interlaced video.
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Each company employs its own technology for turning interlaced video into highresolution digital video files of 24 discrete images every second, called 24 progressive video or 24p. The technology must filter out all the visually unappealing facts that results from the inherent mismatch between video and film movement. Moreover, the conversion process usually requires human intervention at every edit point of a video program, so that each type of scene can be calibrated for maximum visual quality. The use of archival footage in video especially calls for extra attention. Step two, the scanning to film, is the rote part of the process. This is the mechanical step where lasers print each of the newly created frames of the 24p video, stored on computer files or HD videotape, onto rolls of film. Most companies that do film-out; do all the stages of the process themselves for a lump sum. The job includes converting interlaced video into 24p and often a colour correction session (calibrating the image for theatrical projection), before scanning to physical film, (possibly followed by colour correction of the film print made from the digital intermediary) is offered. At the very least, film-out can be understood as the process of converting interlaced video to 24p and then scanning it to film. 2.2.1. NTSC VIDEO NTSC is the most challenging of the formats when it comes to standards conversion and, specifically, converting to film prints. NTSC runs at the approximate rate of 29.97 video "frames" (consisting of two interlaced screen fulls of scan lines, called fields, per frame) per second. In this way, NTSC resolves actual live action movement at almost but not quite 60 alternating half-resolution images every second. Because of this 29.97 rate, no direct correlation to film frames at 24 frames per second can be achieved. NTSC is hardest to reconcile with film, thus motivates its own unique processes. 2.2.2. PAL AND SECAM VIDEO PAL and SECAM run at 25 interlaced video "frames" per second, which can be slowed down or frame-dropped, then deinterlaced, to correlate "frame" for frame with film running at 24 actual frames per second. PAL and SECAM are less complex and demanding than NTSC for film-out. PAL and SECAM conversions do agitate, though, with the unpleasant choice between slowing down video by four percent, from 25 to 24 frames per
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second, in order to maintain a 1:1 frame match, slightly changing the rhythm and feel of the program; or maintaining original speed by periodically dropping frames, thereby creating jerkiness and possible loss of vital detail in fast-moving action or precise edits.



2.3.



4 K RESOLUTIONS 4K resolution, also called 4K2K, refers to a display device or content having



horizontal resolution on the order of 4,000 pixels. Several 4K resolutions exist in the fields of digital television and digital cinematography. In the movie projection industry, Digital Cinema Initiatives (DCI) is the dominant 4K standard. 4K has become the common name for ultra high definition television (UHDTV), although its resolution is only 3840 x 2160 (at a 16:9, or 1.78:1 aspect ratio), which is lower than the 4K industry standard of 4096 x 2160 (at a 19:10 or 1.9:1 aspect ratio). The use of width to characterize the overall resolution marks a switch from the previous generation, high definition television, which categorized media according to the vertical dimension instead, such as 720p or 1080p. Under the previous convention, a 4K UHDTV would be equivalent to 2160p. The television industry has adopted UHDTV as its 4K standard. As of 2013, some UHDTV models were available to general consumers for under US$1000. As of 2014, due to lack of available content, 4K television has yet to achieve mass market appeal.



2.4.



8 K RESOLUTIONS 8K resolution is the highest ultra high definition television (UHDTV) resolution to



exist in digital television and digital cinematography. 8K refers to the horizontal resolution of these formats, which are all on the order of 8,000 pixels, forming the total image dimensions (7680x4320). 8K is a display resolution that may eventually be the successor to 4Kresolution. 4K is speculated to become a mainstream standard in televisions by 2017. One advantage of high-resolution displays such as 8K is to have each pixel be indistinguishable from another to the human eye from a much closer distance. On an 8K screen sized 52”, this effect would be achieved in a distance of 50.8 cm (20 inches) from the screen, and on a 92” screen at 91.44 cm (3 feet) away. Another practical purpose of this
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resolution is in combination with a cropping technique used in film editing. This allows filmmakers to film in a high resolution such as 8K, with a wide lens, or at a farther distance from a potentially dangerous subject, intending to zoom and crop digitally in post-production, a portion of the original image to match a smaller resolution such as the current industry standard for High-definition televisions (1080p, 720p & 480p). Few video cameras have the capability to film in 8K, with innovators NHK being one of the only companies to have created a small broadcasting camera with an 8K Image sensor. Sony and Red Digital Cinema Camera Company are both working to bring larger 8K sensors in more of their cameras in the coming years. Although 8K will not be a mainstream resolution anytime soon, a major reason filmmakers are pushing for 8K cameras is to get better 4K footage. Through a process called down sampling, using a larger 8K image down sampled to 4K could create a sharper picture with richer colours than a 4K camera would be able to achieve on its own with a smaller sensor.



Fig 2.1. Comparison
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CHAPTER 3 DIGITAL CINEMATOGRAPHY 3.1. WHAT IS DIGITAL CINEMATOGRAPHY? Digital cinematography is the process of capturing motion pictures as digital video images, as opposed to the historical use of motion picture film. Digital capture may occur on video tape, hard disks, flash memory, or other media which can record digital data through the use of a digital movie video camera or other digital video camera. As digital technology has improved, this practice has become increasingly common. Many mainstream Hollywood movies now are shot partly or fully digitally. Many vendors have brought products to market, including traditional film camera vendors like Arri and Panavision, as well as new vendors like RED, Imaging, Vision and companies which have traditionally focused on consumer and broadcast video equipment, like Sony, GoPro, and Panasonic. 3.2. HISTORY Beginning



in



the



late



1980s, Sony began



marketing



the



concept



of



"electronic cinematography," utilizing its analog Sony HDVS professional video cameras. The effort met with very little success. However, this led to one of the earliest digitally shot feature movies Julia and Julia to be produced in 1987. In 1998, with the introduction of HDCAM recorders and 1920 × 1080 pixel digital professional video cameras based on CCD technology, the idea, now re-branded as "digital cinematography," began to gain traction in the market. Shot and released in 1998, The Last Broadcast is believed by some to be the first feature-length video shot and edited entirely on consumer-level digital equipment. In May 1999 George Lucas challenged the supremacy of the movie-making medium of film for the first time by including footage filmed with high-definition digital cameras in Star Wars Episode I: The Phantom Menace. The digital footage blended seamlessly with the footage shot on film and he announced later that year he would film its sequels entirely on digital video. Also in 1999, digital projectors were installed in four theatres for the showing of The Phantom Menace. In May 2001 Once Upon a Time in Mexico became the first well known movie to be shot in 24 frame-per-second high-definition digital video, partially DEPT OF ECE, PAACET



Page 12



SEMINAR REPORT



8K EXTREMELY HIGH RESOLUTION CAMERA STSTEM



developed by George Lucas using a Sony HDW-F900 camera following Robert Rodriguez's introduction to the camera at Lucas' ranch whilst editing the sound for Spy Kids. In May 2002 Star Wars Episode II: Attack of the Clones was released having also been shot using a Sony HDW-F900 camera. Two lesser-known movies, Vidocq(2001) and Russian Ark (2002), had also previously been shot with the same camera, the latter notably consisting of a single long take. Today, cameras from companies like Sony, Panasonic, JVC and Canon offer a variety of choices for shooting high-definition video. At the high-end of the market, there has been an emergence of cameras aimed specifically at the digital cinema market. These cameras from Sony, Vision Research, Arri, Silicon Imaging, Panavision, Grass Valley and Red offer resolution and dynamic range that exceeds that of traditional video cameras, which are designed for the limited needs of broadcast television. In 2009, Slum dog Millionaire became the first movie shot mainly in digital to be awarded the Academy Award for Best Cinematography and the highest grossing movie in the history of cinema, Avatar, not only was shot on digital cameras as well, but also made the main revenues at the box office no longer by film, but digital projection. In late 2013, Paramount became the first major studio to distribute movies to theatres in digital format eliminating 35mm film entirely. Anchorman 2 was the last Paramount production to include a 35mm film version, while The Wolf of Wall Street was the first major movie distributed entirely digitally.
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CHAPTER 4 SHV CAMERA SYSTEM FOR PRACTICAL USE 4.1. FOUR-SENSOR IMAGING METHOD A practical camera is urgently required for evaluating the SHV systems now under development and creating demonstration programs. To meet these demands, we have developed a four-sensor imaging method for the prototype camera systems. In order to obtain high-resolution and high-quality pictures with sensors having relatively few pixels, this method uses two image sensors for sensing green light, one sensor for red light, and one for blue light. This section explains the characteristics of the four-sensor imaging method.



Fig.4.1. Structure of the colour separation prism for four-sensor imaging method



4.2. OPTICAL BLOCK Fig.8.1 shows the structure of the colour separation prism developed for the four-sensor imaging system. The incident light is separated into four colour components two green, one red, and one blue (GGRB)V and sent to their respective image sensors. The separation into red, green, and blue has exactly the same characteristics as the separation of incident light in a three-sensor imaging system (RGB) used in commercial and broadcast video
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cameras, and the colour reproduction characteristics are also identical to those of the conventional approach.



The most significant departure from the three-sensor imaging



system is that a half-mirrored beam splitter is inserted in the optical path of the green light, thus dividing this light into two identical green-light components. The resolution is enhanced by spatially offsetting the pixels of the two green sensors. The prism for the four-sensor system can be made as small as the conventional RGB prism. The size of the camera itself can be designed such that it is not consider- ably larger than an RGB camera because the extra circuits (one sensor drive and one signal processing circuit) are very small in comparison with the overall circuit size. 4.3. ENHANCEMENT OF IMAGE RESOLUTION By offsetting the pixels of the two green sensors diagonally, the green signal Nyquist frequencies in the horizontal and vertical directions become twice the frequencies of one image sensor. This means that the horizontal and vertical resolution of the green signal can ideally reach double the resolution of one image sensor. Since the pixels are offset using optical images of the same wavelength, any weakening in the pixel offset effect due to the chromatic aberration is alleviated; this makes it easier to obtain a high-resolution image signal. Moreover, the green signal makes the greatest overall contribution to the luminance signal, which has the biggest impact on image resolution. Therefore, this is an effective way to enhance the colour image resolution, although the resolutions of the red and blue signals are the same as those in the case of one sensor. 4.4. ADDITIONAL FEATURES The four-sensor imaging method can enhance image resolutions by using sensors with relatively few pixels. However, this method has other merits as well. To increase the resolution of a camera with the same optical format, it is necessary to increase the number of pixels while reducing the pixel size. The reduced pixel area, however, impairs the image quality, e.g., it degrades the saturation level and/or the signal-to-noise ratio. The four sensor imaging method overcomes this problem by using four image sensors with relatively few pixels but with a relatively large pixel area.
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CHAPTER 5 PRACTICAL SHV CAMERA SYSTEM 5.1. SYSTEM STRUCTURE The four-sensor imaging method is applied to the practical SHV camera with eight million CMOS image sensors. The camera system is composed of three parts: an SHV camera head with a built in optical device, a camera control unit (CCU) and a video processor (VP). The camera head is made considerably compact by using a 1.25-in optical format the previous experimental camera used the 2.5-in optical format. In addition to the fixed focal length lenses, 10_ and 5_ zoom lenses have been developed for this camera. The zoom lenses have a remote controller for zooming, focusing, and iris movement. The focus can be controlled from the CCU in order to adjust it precisely with a high-resolution monitor. In the camera head, after the fixed pattern noise (FPN) correction, the four 8-Mpixel CMOS sensor outputs go through the digital signal processor to adjust the gain, pedestal, flare, and shading, and are converted into 10-b output signals.



Fig 5.1. Practical-use SHV camera with four-sensor imaging method
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One of the eight preknee curves is applied when the 12-b signals from the sensors are converted into 10-b ones.. After the signals have been converted into 16 1.5G serial digital interfaces (SDIs), the image signal data are mapped to three 10-Gb/s optical interfaces that are then grouped together in one optical fibre with the wavelength division multiplexing (WDM) technology. The resulting multiplexed signal can be transmitted up to 1 km on an SMPTE 311 optical fibre cable. The electrical power of the camera head is transmitted through the optical fibre cable from the CCU; consequently, one-cable operation is possible. On the receiving side, the signal is converted back into 16 channels of 1.5G SDI electrical signals. The CCU and VP perform a variety of image processing tasks. The signal processing system synthesizes and interpolates 16 1.5G SDI streams of pixel-shifted 8-Mpixel video into 33-Mpixel video (7680 _ 4320 pixels).



Fig 5.2. Block diagram of SHV camera system.
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5.2. SPECIFIC FEATURES There are many features to be considered. They are as follows: 5.2.1. OPTICAL FORMAT At the beginning of the design process, we examine the optical format suitable for practical-use SHV camera. An ideal lens in the 2/3-in optical format, which is a standard optical format for broadcast HDTV cameras, has an approximately 50% response at the Nyquist frequency of HDTV (1080 TV lines) with the involvement of an optical low-pass filter. To attain the same response at the Nyquist frequency of SHV (4320 TV lines), a lens in the 1.25-in optical format is required. A larger optical format lens has broader MTF characteristics and can help obtain higher resolution optical images. A relatively large optical format lens, however, increases the size of the camera head. Mobility is a desirable characteristic for practical cameras, and the optical format should be kept as small as possible. Thus, we decide to use the 1.25-in optical format for the practical-use camera. 5.2.2. 8-MPIXEL IMAGE SENSOR The sensor has 4112 _ 2168 pixels, but the effective number of pixels in the camera is 7680 _ 4320, exactly four times the number of pixels of the HDTV 1080 p format, which makes it easy to employ the existing HDTV electronic devices in the signal-processing circuitry and equipment. The principal reasons for using CMOS devices instead of CCDs are the requirements for low power consumption and a compact configuration. Fig. 5.3 shows a block diagram of this 8-Mpixel CMOS imager. In this configuration, the pixel signals read out from the photo diodes in the photosensitive area are stored in sample-hold circuits for each column and digitized by using 12-b column-parallel analog to- digital converters (ADCs) prepared for every column for a total of 4112 converters. Digital data are then temporarily stored in a static random access memory (SRAM) bank and 16 pixels are output in parallel every clock cycle.
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Fig.5.3. Block diagram of 8-Mpixel CMOS image sensor installed in SHV camera



5.2.3. RESOLUTION CHARACTERISTIC The MTF characteristics of more than 50% for the lens can be expected even for 4320 TV lines at an F-number of 4. The CMOS aperture ratio is supposed to be 75%, and the aperture characteristics are such that the modulation factor is almost zero for approximately 5000 TV lines. Taking all of the above into consideration, we can expect a limiting resolution of approximately 4320 TV lines horizontally, for an ideal half-pixel pitch offset between the two green CMOSs.The pixel offset between the G1 and G2 CMOSs makes it possible to far exceed the one-CMOS limiting resolution of 2160 TV lines and to obtain response characteristics of approximately 15% at 3400 TV lines in the green signal.



Fig.5.4. Effect of chromatic aberration correction function (a) Before correction. (b) After correction
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CHAPTER 6 SHV PROTOTYPE CAMERA SYSTEM WITH THREE 33-MPIXEL CMOS IMAGE SENSORS 6.1. CAMERA DESIGN Since this camera system uses relatively higher bandwidth signal processing and signal transmission than the other camera systems, we predict that this camera will consume relatively more power and have a high volume of signal processing devices. To achieve both portability and low power consumption at the shooting part of the camera system, we have divided the configuration of this into the camera head and the CCU. The camera head was given a minimal configuration consisting of the image sensors, head boards for driving these sensors, and a signal transmission interface for transmitting data to the CCU. Processing on the head board involves data-rate conversion from the sensor-drive frequency (250.56 MHz) to the HDTV frequency (148.35 MHz), which is the base frequency for transmitting the SHV signal, standardized in SMPTE 2036-3. The SHV signal is divided into 24 HD video signals per color. A total of 72 HD video signals for all three colors are transmitted via the signal transmission interface and cable. The CCU receives the SHV signals and converts them back from 72 HD signals. The signal processor, in turn, performs typical camera signal processing. Further, to generate a focus assistance signal to indicate an area in focus on the viewfinder, the processor also performs chromatic aberration correction. Chromatic aberration correction is commonly achieved by optical means within the lens system, but since this can increase the lens diameter and require the insertion of a correction lens, thereby enlarging the lens dimensions, we decide to perform the correction by signal processing. This approach has the effect of improving the accuracy of correction while simultaneously achieving a compact lens. There are three key issues that need to be addressed for constructing the prototype camera: 



Achieve sufficient yield in image-sensor fabrication, determine pixel size, and decide on a means of data output.







Design a broadband signal transmission interface.







Develop a chromatic aberration correction system.
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Fig. 6.1. Block diagram of the camera system. (a) Camera head. (b) CCU.



6.2. MEGAPIXEL CMOS IMAGE SENSOR Sufficient yield for the image sensor is achieved by adopting a CMOS based three transistor pixel structures, which is fabricated in our labs, as opposed to a pin photodiode structure known to be effective in suppressing random noise. As a result, increasing the fullwell capacity has become a matter of priority in the study of pixel size. We set the design target for camera S/N to 45 dB, which is the same as the conventional four-sensor imaging camera system using 8.3-Mpixel CMOS image sensors which also uses the CMOS-based three-transistor pixel structure. With respect to the camera resolution, we set the response target to 20% or greater at the Nyquist frequency and search for a pixel size that can achieve this target value. In this regard, the relationship between the full-well capacity and the pixel size as determined by a survey of recent research reports. These results indicate that a fullwell capacity of 25 000 electrons (e_) or more can be obtained. If we estimate the dark
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random noise to be almost the same at 24 e_ from the design value for the conventional 8.3Mpixel CMOS image sensor using the same three-transistor pixel structure as the new image sensor introduced in this paper, the dynamic range will be 60 dB or greater, which implies that the target S/N value of the camera system can be achieved. Next, the pixel size for achieving a response of 20% at the Nyquist frequency. Results show that a response of 20% or more can be maintained at the Nyquist frequency for F numbers up to 8 provided that the pixel size is 3.8 _m2 or larger. In other words, the design target for quality can be achieved for a pixel size of 3.8 _m2. Finally, on the basis of this pixel size, we calculate the effective array size to be 29.8 mm (horizontal) _ 16.4 mm (vertical). Moving on to the data output, we decide that the analog signals from the image sensor will not be output to external components but will be converted to digital signals within the device. This decision is taken for the sake of noise resistance and compatibility with digital signal processing circuits in the subsequent stages of the equipment. It is also decided that the device will have multiple output ports as a method for achieving high-datarate imaging and minimizing the output-clock frequency per port. In particular, the number of parallel output ports is set to 16 and the clock frequency per output is set to 250.56 MHz. Here, we use low voltage differential signaling (LVDS) as the output signal format to maintain the resistance to noise in the high-speed digital signal.



Table 6.1. Specifications of Image Sensor
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6.3. HIGH-BANDWIDTH SIGNAL TRANSMISSION INTERFACES An interface device is to transmit the SHV signal between the camera head and the CCU with an HDTV camera cable. The HDTV camera cable includes two single mode fibers. One of these fibers is required for the return signal from the CCU. Therefore, we use WDM because just one fiber can be used for transmitting an SHV signal. The interface must achieve the same transmission distance and error rate as those of the interface used with HDTV cameras. To this end, we develop a video interface that links multiple signals of the 10G SDI, which can satisfy the aforementioned performance requirements, and achieve the required data rate. The 10G SDI conversion unit used here converts an 8 HD SDI signal worth of image data into one 10G SDI optical signal. The optical transmission equipment uses nine of these units to convert 72 HD SDI signals worth of SHV signals output from the three head boards into nine10G SDI optical signals. Furthermore, to reduce the power consumption and to enable these optical signals to be transmitted using conventional HDTV camera cables, we select dense wavelength division multiplexing (DWDM) to multiplex the nine signals and pass them on to the next stage, the CCU.



Fig. 6.2. Appearance of 33-Mpixel image sensor



DEPT OF ECE, PAACET



Page 23



SEMINAR REPORT



8K EXTREMELY HIGH RESOLUTION CAMERA STSTEM



Table 6.2. Specifications of a Full-Resolution SHV Camera



Fig. 6.3. Reproduced image (a) Total angle of view (b) Center section (Magnified).
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CHAPTER 7 ADVANTAGES AND DISADVANAGES 7.1.



ADVANTAGES One advantage of 8k is to have each pixel be indistinguishable from another to the



human eye from a much closer distance. On an 8K screen sized 52”, this effect would be achieved in a distance of 50.8 cm (20 inches) from the screen, and on a 92” screen at 91.44 cm (3 feet) away. Another practical purpose of this resolution is in combination with a cropping technique used in film editing. This allows filmmakers to film in a high resolution such as 8K, with a wide lens, or at a farther distance from a potentially dangerous subject, intending to zoom and crop digitally inpost production, a portion of the original image to match a smaller resolution such as the current industry standard for High-definition televisions 7.2.



DISADVANTAGES The four sensor imaging system also has some drawbacks. The use of one more



sensor can also increase power consumption and the size of the camera itself, but these drawbacks are not as serious as was originally thought. The power consumption increases because of the extra sensor, but each of these four sensors has relatively few pixels, which means less overall power consumption, and their drive frequency can be maintained at a low level. Hence, the increases in power consumption and camera size are negligible. The problem that will keep some of these standards at bay is compression and bandwidth If you're not paying close attention, a good H.264 encode will look very close to the original source file -- but H.264 at lower bit rates tends to falls apart in darker scenes. This is acceptable for a lot of the content on television, but movies are often dark, and so we need better quality encoding options if we want larger frame sizes at similar bit rates. Bandwidth is also a huge problem, as there is only so much data you can put through the pipe until it gets clogged.



DEPT OF ECE, PAACET



Page 25



SEMINAR REPORT



8K EXTREMELY HIGH RESOLUTION CAMERA STSTEM



CHAPTER 8 CONCLUSION The four-sensor imaging method for the SHV camera system and developed a practical method to speed up the system evaluation and construction. This imaging method uses four 8-Mpixel image sensors instead of 33-Mpixel ones so as to keep the pixel size from becoming too small and thus maintain satisfactory camera performance. Two of the four image sensors are used for sensing green signals, and one each for red and blue signals. This feature secures the required spatial sampling points in the green signal and improves the luminance signal resolution. Moreover, the SHV signal processing system including a function to correct lateral chromatic aberration enables us to obtain an extremely high resolution even in the peripheral area of the images. The practical camera equipped with these special technologies for very-high-resolution imaging can be used for making various SHV content such as live sporting and music events, digital archives for museums, and medical applications. Thus constructed a prototype full-resolution SHV camera using 33Mpixel CMOS image sensors and performed an imaging experiment. It was found that MTF characteristics were greatly improved compared to those in the conventional four-sensor imaging system and that a response of 20% or greater could be achieved at 4320 TV lines, which corresponds to the Nyquist frequency of the SHV system. In a future study, it is planed to develop imaging equipment that achieves a broad color gamut and a high dynamic range to contribute to studies on SHV video parameters and ways of improving imaging performance.
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