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Preposition Placement in English Preposition placement, the competition between preposition-stranding (What is he talking about?) and pied-piping (About what is he talking?), is one of the most interesting areas of syntactic variation in English. This is the first book to investigate preposition placement across all types of clauses that license it, such as questions, exclamations and wh-clauses, and those which exhibit categorical stranding, such as non-wh relative clauses, comparatives and passives. Drawing on over 100 authentic examples from both first-language (British) and second-language (Kenyan) data, it combines experimental and corpus-based approaches to provide a full grammatical account of preposition placement in both varieties of English. Although written within the usage-based Construction Grammar framework, the results are presented in theory-neutral terminology, making them accessible to researchers from all syntactic schools. This pioneering volume will be of interest not only to syntacticians, but also to second-language researchers and those working on variation in English. h o f f m a n n is Assistant Professor of English Linguistics at the University of Osnabrück, Germany. His main research interests are Construction Grammar and the syntactic and phonetic variation in World Englishes. He has co-edited the volume World Englishes: Problems, Properties and Prospects (2009; with Lucia Siebers) and together with Graeme Trousdale is currently co-editing the Oxford Handbook of Construction Grammar. thomas
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Introduction



1.1  Preposition placement: The need for corroborating evidence A corpus and an introspection-based approach to linguistics are not mutually exclusive. In a very real sense they can be gainfully viewed as being complementary. (McEnery and Wilson 1996: 16) It is well known that linguistic generalizations based on corpus data face two potential problems: (1) just because a phenomenon cannot be found in a corpus, it cannot be concluded that it is ungrammatical (the ‘negative data’ problem), and (2) just because a construction appears in a corpus it does not automatically follow that it is grammatical (the ‘performance’ problem). Introspective grammaticality judgements, on the other hand, are not flawed by these problems but the sentence stimuli used in such studies (1) have to be invented by the researcher (the ‘unnatural data’ problem) and (2) thus do not allow the investigation of contextual factors such as the level of formality (the ‘context’ problem). As the quote above shows, this complementary nature of corpus and grammaticality judgement data leads McEnery and Wilson to argue for a combination of both methods, instead of choosing one over the other. While many researchers still tend to draw on either corpus or introspection data, I have argued repeatedly (cf. Hoffmann 2006, 2007a) that the approach suggested by McEnery and Wilson can yield insights well beyond what the two data sources would allow individually. In this book I will show how treating carefully collected and interpreted introspection and corpus data as ‘corroborating evidence’ (cf. Hoffmann2006; an approach that independently has been called ‘converging evidence’ by Gries, Hampe and Schönefeld 2005) can be used to shed light on a particularly complex area of syntactic variation within the English language, namely preposition placement. In English relative clauses, for example, a preposition can either precede the wh-relativizer (‘preposition pied-piping’,1 see (1.1a)) or it can appear 1



The term was coined by Ross in analogy to the children of Hamlin who followed the pied piper in the well-known fairy tale (Ross 1986: 126, n. 23).
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2  Introduction



without an adjacent NP complement in front of the relativized position ‘_i’ (‘preposition-stranding’ (cf. 1.1b)). (1.1)  a.  I want a data source [on which] i I can rely _i b.  I want a data source [which] i I can rely on _i



Linguistic phenomena such as (1.1) which exhibit two or more variants can be investigated as ‘dependent variables’ in quantitative language variation studies. The basic underlying principle of such approaches is that the choice of a particular variant (‘pied-piped’ or ‘stranded’) of a dependent variable (‘preposition placement’) will be influenced by factors such as its linguistic context, stylistic level and social identity (so-called ‘independent variables’; cf. Preston 1996: 2; Sigley 1997: 19). With respect to the distribution of the dependent variable ‘preposition placement’ in relative clauses there is already considerable disagreement within the literature:  opinions range from ‘stranding is not really an option with WH-… relatives’ (Van den Eynden 1996: 444) to the claim that stranding is used fairly frequently ‘in spoken English, standard as well as non-standard’ (Bergh and Seppänen 2000: 295). Yet, wh-relatives are only one of the many contexts in which a preposition can be stranded or pied-piped. Wh-relatives are classic examples of so-called ‘filler–gap’ constructions (cf. Pollard and Sag 1994: 157), i.e. sentences in which a constituent in a nonargument position (the ‘filler’, i.e. [on which] i in (1.1a) and [which] i in (1.1b)) has been displaced from the position in which it would normally appear in a declarative sentence (cf. I rely on this data source). This normal position, with which the filler is still logically associated, is called a ‘gap’ (indicated by ‘_i’ in (1.1)). Other such filler–gap constructions are, for example, wh-questions or topicalized clauses, and these are also contexts which license variable preposition placement (cf. (1.2) and (1.3), respectively): (1.2) a. b. (1.3) a. b.



[On what] i can I rely _i? [What] i can I rely on _i? [On this data source], you can rely _i. [This data source], you can rely on _i.



In addition to this, there are also other clausal contexts in which an element in argument position is associated with a stranded preposition, such as passives (1.4) or ‘hollow clauses’ (i.e. ‘non-finite clauses … other than relatives or open interrogatives where some non-subject NP is missing but recoverable from an antecedent NP or nominal’, Huddleston 2002c: 1245; cf. (1.5)): (1.4) a. b. (1.5) a. b.



  [Pied-piping] i has been talked abouti enough. *[About pied-piping] i has been talkedi enough.   [His thesis] i was easy [to find fault withi]. *[With his thesis] i was easy [to find faulti].



1.2 World Englishes and usage-based linguistics  3



As the above examples show, in cases where the associated element functions as an argument (as subject in (1.4) and (1.5)), no pied-piped alternative is possible. The above examples illustrate that preposition placement is clearly affected by clause type. Besides this, various other independent factors such as the syntactic function of the prepositional phrase (PP), the type of phrase in which a PP is contained (whether the PP is embedded in a verb (VP), adjective (AdjP) or noun phrase (NP)), the level of formality or even processing factors have been claimed to restrict the stranding/pied-piping alternation (cf. e.g. Bergh and Seppänen 2000; Gries 2002; Hoffmann 2005; Trotta 2000). Yet, while all earlier accounts of preposition placement only focused on specific clause types, the present book attempts to investigate the distribution of preposition pied-piping and stranding in all of the possible clause types. 1.2  World Englishes, usage-based linguistics and preposition placement What is often referred to as ‘the’ English language is in fact a heterogeneous and linguistically fascinating group of first (L1), second (L2), pidgin and creole as well as foreign language varieties (cf. e.g. Kortmann et al. 2004; Mesthrie and Bhatt 2008). In light of this, it is somewhat surprising that virtually all previous empirical studies on preposition placement only restricted themselves to a description of the phenomenon in Standard British or American English, in particular since such an approach makes it difficult to disentangle variety-specific phenomena from general linguistic constraints. Now one way to overcome this problem would obviously be to carry out a large-scale comparative study of preposition placement across many different World English varieties. However, such an approach introduces a great number of new variables, such as possible L1 influence on L2 Englishes as well as the effect of formal English language teaching in the respective countries (which is of particular relevance for preposition placement since in Britain or the US e.g. the pied-piped variant used to be endorsed at school as the correct choice in formal text types). Considering that on top of this, no fullscale empirical analysis exists that takes into account all variables (including e.g. all different clause types) affecting preposition placement in any of the classic standard varieties of English, a different approach was chosen for the present book. Instead of a large-scale comparison, it was decided to focus on an in-depth analysis of preposition-stranding and pied-piping in L1 British English and L2 Kenyan English, with the latter variety being chosen for the following reasons:



• First of all, English in Kenya is a stable L2 variety: it is commonly used as a lingua franca by speakers of different native languages and is also
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employed in parliament and government institutions. Moreover, English is ‘the language of secondary and tertiary education and the High Court’ (Hudson-Ettle and Schmied 1999: 4; cf. also Kanyoro 1991: 406; Schmied 2004a: 924; Skandera 2003: 20). • Next, it was possible to gather data that was fully comparable to the British English one: as part of the International Corpus of English (ICE) project (Greenbaum 1996) comparable corpora have been compiled for both British and Kenyan English, from which all relevant stranded and pied-piped tokens could be extracted. On top of this, it was possible to collect introspection data for both varieties using Magnitude Estimation experiments (cf. Bard, Robertson and Sorace 1996). • Moreover, the most widely used Kenyan textbooks were identified (Head Start Secondary English: Bukenya et al. 2003a, 2003b; Bukenya, Kioko, and Njeng´ere 2004, 2005; and New Integrated English: Gathumbi et al. 2003, 2004a, 2004b, 2005) and examined with respect to the advocated position on preposition placement. • Finally, drawing on the existing literature it was possible to fully assess the L1 influence of the local lingua franca Swahili (Barrett-Keach 1985; Brauner and Bantu 1967; Vitale 1981) as well as the other local languages, i.e. Bantu languages such as Kikuyu (Leaky 1959), Kamba (Whitely and Muli 1962) and Luyia (Appleby 1961; Donohew 1962) or Nilotic languages like Dholuo (Omondi 1982). Thus, while any two-way comparison of varieties might have its limitations, this approach allows an in-depth analysis of all intra- as well as extra-linguistic variables that are identified as potentially affecting preposition placement. However, as I will show, the empirical investigation of preposition placement in a classic first-language variety such as British English and a second-language variety such as Kenyan English does not only advance our knowledge of the grammatical differences between these two varieties of English. Such an approach also allows identification of general cognitive principles affecting preposition-stranding and pied-piping and to explore their interaction with input frequency effects. For while general processing principles should affect first- and second-language speakers alike, input frequency in L2s might be limited due to a restriction of the variety in question to certain functional domains. In Kenya, for example, English is used in many official domains (such as education or government), but in informal, personal situations speakers are often more likely to draw on one of their local L1s (cf. Schmied 2004a: 923–4). As so-called ‘usage-based’ approaches (cf. Barlow and Kemmer 2000; Bybee 2006; Bybee and Hopper 2001; Langacker 1987, 2005; Tomasello 2003) have pointed out, however, input plays a crucial role in shaping our mental grammars. In fact, recent research has shown that all linguistic levels from phonology (cf. e.g. Bybee 2000, 2001; Pierrehumbert



1.2 World Englishes and usage-based linguistics  5



2001) to morphology (cf. e.g. Bybee 1985, 1995; Hay and Baayen 2005) and syntax (cf. e.g. Casenhiser and Goldberg 2005; Saffran, 2001, 2002; Stefanowitsch and Gries 2005) are heavily affected by input frequency effects: every time a word is encountered, it leads to the activation of patterns of neural nodes in the mind. The strength of the connections of these neural nodes is thus directly affected by the word’s input frequency (also known as ‘token frequency’). The more often a word is used, the stronger the association of the neural nodes will become, essentially leading to long-term mental storage. Once an item is stored in this way, it is said to be cognitively entrenched (see Croft and Cruse 2004:  292–3; Langacker 1987:  59–60). Yet, input frequency does not only affect the storage of words, it also plays a role in the entrenchment of abstract grammatical patterns:  structures with a high type frequency, i.e. those that have been encountered with many different lexicalizations (such as John gave Bill a book, Peter sent Mary a letter, She forwarded him the mail), all of which share a common meaning (‘A causes B to receive C by V-ing’), can lead to the entrenchment of abstract grammatical patterns (such as SubjectA V Object B ObjectC ; Goldberg 2006: 39; cf. also Bybee 1985, 1995; Croft and Cruse 2004: 308–13; Goldberg 2006: 98–101). Now, a syntactic theory which explicitly allows the incorporation of such usage-based input effects as well as general processing factors is Construction Grammar (see e.g. Croft 2001; Fillmore and Kay 1996; Ginzburg and Sag 2000; Goldberg 2003), which was one of the reasons why this framework was adopted for the present theory. Recently, various different Construction Grammar approaches have been proposed (e.g. Croft’s (2001) Radical Construction Grammar or Goldberg’s (2006) Cognitive Construction Grammar), all of which share the fundamental idea that all grammatical, including syntactic, knowledge is stored mentally as constructions (i.e. form– meaning pairings). Thus Construction Grammarians assume that abstract clausal patterns such as SubjectA V ObjectB ObjectC ‘A causes B to receive C’, are stored form–meaning pairings, i.e. constructions, just like simple words such as apple or man. The only difference is that the latter have a fixed phonological form, and are therefore called ‘substantive’ constructions, while the former, an example of a ‘schematic’ construction, consists of slots that can be filled by various lexical items (such as John gave Bill a book or Peter sent Mary a letter; see e.g. Croft and Cruse 2004: 247–9). These two types of constructions then represent the end points of a lexicon-syntax cline from fully substantive to fully schematic constructions (cf. Croft and Cruse 2004:  255; Goldberg 2003:  220; Jackendoff 2002:  176). Examples of partly-filled, partly-open constructions falling in between these endpoints would be e.g. idioms such as [SubjectA kick-tense2 the bucket] ‘die(A)’ (cf. 2



‘tense’ is shorthand notation for a link to the various independent tense constructions such as [have V-en] ‘Present Perfect’ or [will V] ‘Future’, which will specify the final inflected form of the verb as well as the presence of any auxiliaries.
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John kicked the bucket / His pal has kicked the bucket or She will kick the bucket) or the comparative correlative construction [the X-er, the Y-er] ‘if X then Y’ (e.g. the more I drink, the better I sing or The less you say, the better; Jackendoff 2002: 172–87). The particular version of Construction Grammar approach which I shall advocate in this book is a usage-based version of Ginzburg and Sag’s (2000) Head-Driven Phrase Structure Grammar (HPSG) approach. HPSG is normally not a usage-based framework, but it employs a full-fledged grammar formalism that is both explicit and falsifiable and has been widely used for the description of a great number of grammatical phenomena. On top of that, its constraints can easily be reinterpreted as constructions (cf. Ginzburg and Sag 2000; Sag 1997).3 As I will show, the HPSG approach thus allows us to model computationally how individual constructions combine, something that at present is not possible to the same degree of explicitness in other Construction Grammar accounts (e.g. Croft 2001; Fillmore and Kay 1996; Goldberg 2006). Yet, in light of the results on the influence of input on mental grammars mentioned above as well as corroborating evidence for this from language acquisition (Diessel 2006; Diessel and Tomasello 2000; Lieven et al. 2003), I deem it absolutely crucial that usage-based phenomena are also taken into account. I will therefore also illustrate how usagebased information can be incorporated into HPSG-Construction Grammar approaches. In particular I will investigate the possibility that first-language speakers possess more substantive as well as abstract schematic constructions in their mental grammar than second-language learners, since, as pointed out above, the latter normally receive much less input of the target language than native speakers do. Furthermore, following Hawkins (2004), I take it that for both L1 and L2 speakers processing factors play an important role in the formation of abstract schemata. If the same content can be expressed by two competing structures and one of these is easier to process than the other (a claim that has been made for pied-piping, for example; see Deane 1992; Gries 2002; Hawkins 1999, 2004), then the simpler structure will be preferred in performance. Consequently, it will be used more often with a greater range of lexicalizations, which increases its type frequency and ultimately leads to it being more cognitively entrenched than its alternative 3



Something that has led Sag himself to develop an HPSG-based Construction Grammar approach called Sign-Based Construction Grammar (SBCG; Sag 2007). SBCG, however, like HPSG is not usage-based. Instead, SBCG and HPSG are representative of so-called ‘complete inheritance’ Construction Grammar models (cf. Croft and Cruise 2004: 276–8). Complete inheritance approaches aim to limit the number of constructions postulated for a language to an absolute minimum that still allows a speaker to generate combinatorially all grammatical structures. On top of that, such approaches usually also employ constructions that are just abstract schemas without a paired meaning (cf. e.g. the Subject–Auxiliary inversion SAI construction; Fillmore 1999). Other proponents of complete inheritance Construction Grammar models include Jackendoff (2002; cf. also Culicover and Jackendoff 2005) or Fillmore and Kay (1996).
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(cf. Hawkins 2004: 6). Finally, competition between two structures such as pied-piping and stranding also can lead to ‘preemption’ (Goldberg 2006: 99) playing an important role: if on a particular occasion one construction is used instead of a potential alternative, then the hearer will assume that this choice reflects a functional difference between the two structures. Ultimately, this will lead to the functional differentiation of the two alternatives (though as I will try to show this seems to be an effect that is stronger for L1 speakers, since these receive more input which allows constructions to extend beyond their prototypical context expected by processing constraints). Due to its combination of empirical data analysis of preposition placement in L1 British and L2 Kenyan English with a usage-based syntactic framework, the present study should be of interest to linguists working on syntactic variation and varieties of English as well as second-language researchers. Besides this, the main readership will probably consist of syntacticians, especially those working within a Construction Grammar framework. In order to make the empirical results accessible to researchers from other frameworks, however, the Construction Grammar analysis of the data will be deferred to the last chapter and the preceding discussion of all empirical data will be presented in a terminology as theory-neutral as possible. How these chapters tie in with the overall structure of the book will be discussed next. 1.3  Outline The book is divided into seven chapters. After this introductory chapter, chapter 2 (‘Corroborating evidence: Data and methodology’) argues that linguists should not restrict themselves to either corpus or introspection data. Elaborating on the idea of corroborating evidence (cf. Hoffmann 2007a), I claim that both types of data can be collected and interpreted in an objective, reliable and valid way. The chapter then presents the corpora employed in the present study (the British English and Kenyan English components of the International Corpus of English (ICE) project) as well as the statistical tools used for the analysis of tokens displaying categorical (Coll.analysis 3 and HCFA 3.2 scripts for R for Windows: Gries 2004a, 2004b) or variable effects (Goldvarb:  Robinson, Lawrence and Tagliamonte 2001; Rbrul:  D. Johnson 2009b). Finally, the experimental method (Magnitude Estimation) for the elicitation of introspection data and the details of their statistical analysis are introduced (cf. Bard et al. 1996; Cowart 1997). Following this, chapter 3 (‘Case notes: Independent factors’) gives an overview of the various factors that have been claimed to influence preposition placement in English. These include clause type (3.1), type of PP (3.2), level of formality (3.3), NP- vs VP-/AdjP-embedded PPs (3.4), processing complexity (3.5) and, finally, second-language-specific ones (3.6). Chapter 4 (‘Evidence I:  Corpus results’) then presents the results from the statistical analysis of the two ICE corpora. On the one hand, these show
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that preposition placement in Kenyan English is subject to the same kinds of processing constraints as in British English (with e.g. prepositional verbs favouring stranding far more than locational adjuncts). On the other hand, variety-specific effects can also be identified (in that, for example, less formal contexts exhibit a strong preference for stranding in relative clauses in British English, while in Kenyan English pied-piping is preferred in relative clauses regardless of the level of formality). In chapter 5 (‘Evidence II: Experimental results’) the results from three Magnitude Estimation experiments are discussed (two on relative clauses and one on interrogative clauses). Again, processing factors (the type of PP) show similar effects in both varieties, as do grammatical constraints (in relative clauses pied-piping with that, e.g. *the man on that I relied, is significantly judged worse than with who, e.g. *the man on who I relied). In addition to this, variety-specific effects can be observed as well (e.g. pied-piping with prepositional verbs being less entrenched in Kenyan English). Chapter 6 (‘Preposition placement: The case for a Construction Grammar account’) then provides a Construction Grammar account of the empirical findings, arguing that two general constructions (i.e. a ‘stranded’ and a ‘piedpiped’ one) are not enough to account for the great number of categorical and variable factors affecting preposition placement in the two varieties. Instead, a usage-based HPSG Construction Grammar analysis is put forward that is computationally unproblematic and, on top of that, allows incorporating usage-based information (in that statistically significant collocations such as way in which in the way in which I did it can be said to be stored in the speaker’s mental grammar). Finally, chapter 7 (‘Conclusion: The verdict’) sums up the results of the study. As mentioned above, the theoretical analysis of preposition placement has deliberately been deferred to the end of the book. Researchers working within different syntactic frameworks can thus access the empirical findings of the present study without constantly having to worry about unfamiliar theoretical concepts or notations. For while I take Construction Grammar approaches to be both observationally maximally adequate as well as psychologically plausible, I consider it of prime importance to provide an empirically adequate description of the data in question that can be evaluated by a maximum number of my peers. This, however, seems to imply that the linguistic community has already agreed on which data to employ and how to interpret findings based on these data. As the next chapter will show, however, this is not at all the case.



2 



Corroborating evidence:  Data and methodology



2.1  ‘What counts as evidence in Linguistics’1 As Penke and Rosenbach point out, ‘nowadays most linguists will probably agree that linguistics is indeed an empirical science’ (2004: 480). However, while the importance of empirical evidence is generally acknowledged by most researchers, the following quotations from Sampson and Chomsky show that there is no agreement among linguists as to the type of data that is to be analysed empirically: We do not need to use intuition in justifying our grammars, and as scientists, we must not use intuition in this way. (Sampson 2001: 135) You don’t take a corpus, you ask questions … You can take as many texts as you like, you can take tape recordings, but you’ll never get the answer. (Chomsky in Aarts 2000: 5–6) If both Sampson’s position on introspection and Chomsky’s views on corpora were correct, there would obviously be no valid data base left for linguists to investigate. Fortunately, however, Sampson and Chomsky are only extreme proponents of their respective schools of linguistics. Nevertheless, when investigating a particular syntactic phenomenon, many linguists still only draw on either corpus or introspection data (though there seems to be an increasing number of exceptions such as Gries, Hampe and Schönefeld 2005, the collected volume by Kepser and Reis 2005 or the special issue on corpus and experimental techniques of Corpus Linguistics and Linguistic Theory 5.1 – in particular see Gilquin and Gries 2009). In the literature this preference for either of the two types of data is often attributed to different epistemological approaches (e.g. Lemnitzer and Zinsmeister 2006: 14–32).   Linguists like Sampson are said to be influenced by empiricism, a philosophical school which advocates the prime importance of experience and favours an inductive scientific approach. Followers of Chomsky, on the other hand, are said to be influenced by rationalism, which emphasizes rational hypothesizing and is characterized by a deductive approach. While the 1



Penke and Rosenbach (2004: 480).
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preference for a particular type of data by an individual school might be explained by its philosophical background, I consider this fact immaterial for the present study. Instead, I claim that in order to qualify as scientific evidence it must only be ensured that a specific linguistic data type meets the major constraints normally imposed on empirical research, i.e. that data (1) must be objective, i.e. interpersonally observable (cf. Sampson 2001: 124), (2) allow for valid and reliable measurements (cf. Kline 1993). As I will show, while the criticism of a specific type of data is not always couched in these terms, it is in fact the objectivity, validity and reliability of introspection and corpus data that is questioned by proponents of the alternative schools of linguistics. Interestingly, advocates of both introspection and corpus data usually follow the same line of argument: the weaknesses of introspection/corpus data are x, y and z. Yet x, y and z are exactly the advantages of the competing methodology. That is why you should never use the former, but only stick to the latter type of data. The argument for introspection data usually runs like this: corpora only exhibit a speaker’s ‘performance’, which is influenced by ‘memory limitations, distractions, shifts of attention and interest and errors (random and characteristic)’ (Chomsky 1965: 3). Thus a speaker’s performance, i.e. corpus data, is only an indirect and partly flawed reflection of his competence. As a result, corpus data are haunted by the ‘performance’ problem: just because a sentence appears in a corpus doesn’t mean that it is grammatical. In addition to this, it is generally accepted that linguistic competence enables a speaker to create an infinite number of sentences. Yet, how should a finite corpus contain all the examples relevant for the analysis of a particular problem (cf. McEnery and Wilson 1996: 4–10)? This obviously leads to the well-known ‘negative data’ problem:  just because a construction does not surface in a corpus it does not follow that it is ungrammatical. Therefore, the intuition of a native speaker drawing on his competence has to be preferred over the examination of corpus data. The argument for corpus data, on the other hand, usually runs like this:  the sentences used for introspective judgements are ‘unnatural’, invented data which lack a communicative context. Judgements on these sentences are then collected in an unsystematic, unscientific way:  most of the time the linguist will only rely on his or her own intuitions. Thus linguists who use introspective data ‘produce theory and data at the same time’ (Labov 1972:  199). If anyone then casts doubts on their judgements, these linguists resort to the claim that judgements might vary but that in their idiolect the sentence is in fact grammatical/ungrammatical (Sampson 2001:  137). Since introspection thus yields data which cannot be refuted, it must be considered ‘un-scientific’ (e.g. Sampson 2001:  124). Finally, the
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intra- and inter-speaker stability of introspection data is questioned (for an overview, see Cowart 1997: 4f.) and sometimes speakers even say things that they believe sincerely that they would never produce (Sampson 2001: 136). Due to these problems one should always stick to authentic data provided by corpora. A closer look at the above arguments reveals that they imply that corpus and introspection data violate the objectivity, validity and reliability constraints on empirical research. The main criticism of corpus data obviously concerns their validity. An empirical measurement technique can only be ‘said to be valid if it measures what it claims to measure’ (Kline 1993: 15). Now the opponents of corpus data claim that the object of study in linguistics is the linguistic competence of a speaker. Since corpus data are ‘flawed’ by performance factors, they do not constitute a valid means of investigating linguistic competence. Before evaluating this argument, it needs to be pointed out that not only corpus data are measurements of linguistic performance. As Schütze (1996: 6, 14–15) has argued, introspective judgements are also subject to performance factors. Thus, introspection offers ‘a different access path from language use to competence, [but is itself] just another sort of performance’ (Schütze 1996: 6). Accordingly, if performance was in fact only a flawed mirror of competence, neither corpus nor introspective data could be considered valid. Yet, as Leech noted, ‘the putative gulf between competence and perfor mance has been overemphasised’ (1992: 108), since the latter clearly is the product of the former. Following Occam’s razor, it would therefore be much more reasonable to assume that, under normal circumstances, performance should actually be a rather good mirror of a speaker’s competence. Second, the guiding principle of modern corpus design is representativeness: nowadays, corpora are designed as statistically representative samples of populations (cf. McEnery and Wilson 1996:  63–6). Although a corpus can never contain all sentences of a language, it will at least be a carefully constructed miniature model. Thus, both corpus data and introspection can be considered valid ‘access paths’ to competence. Nevertheless, the two are obviously not measuring exactly the same phenomenon:  while the strength of the former lies in constituting positive data which can be analysed for frequency and context effects, the latter allows the investigation of the grammaticality of negative data. It is this complementary nature of the validity of these different types of data that calls for them to be treated as corroborating evidence. Note that complementing introspection data with corpus data also has the advantage of minimizing the one problem affecting the validity of the former: since ‘informant judgements don’t always agree with the informant’s own linguistic behaviour’ (Cowart 1997:5; cf. e.g. Labov 1975), corpus data can be used to check the validity of subject’s grammaticality judgements. As can be seen above, one of the main criticisms of introspection data concerns their reliability, i.e. their intra- and inter-subject consistency (cf. Kline
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1993:  5). While informal methods of introspection data elicitation might indeed fail to be reliable, recently several studies have provided statistical proof that judgements elicited via carefully constructed experiments are in fact intra- and inter-subject consistent (cf. Bard, Robertson and Sorace 1996; Cowart 1997: 12–28; Keller 2000). The reliability of corpus data – at least with respect to test–retest reliability (Kline 1993: 5) – on the other hand, has never been questioned:  since most corpora, with the exception of monitor corpora, are finite samples, repeated measurements of a phenomenon automatically yield reliable results. Yet, the question of intra- and inter-subject consistency also applies to corpus data: however balanced and representative a corpus might be, there is no guarantee that all informants have contributed the same number of tokens of a particular linguistic phenomenon. In fact, apart from highly frequent phenomena (such as NPs) it is very likely that some informants might not have produced any relevant data while others have contributed two or more tokens to a corpus. As long as it can be entertained that linguistic theory should be ‘concerned primarily with an ideal speaker-listener, in a completely homogenous speech community’ (Chomsky 1965: 3f.), this obviously does not constitute a problem: if linguistic knowledge were in fact distributed homogeneously across a speech community, then it would not matter how many tokens an individual contributed to a corpus. However, while the mutual intelligibility of speakers of a single dialect does indeed imply a certain degree of homogeneity within a speech community, ever since Labov’s groundbreaking New York study (1966) it has become apparent that all speech communities display variation on all linguistic levels (for an overview see e.g. Hudson 1996; Milroy and Gordon 2003; Trudgill 1995). Consequently, since not all informants contribute an equal amount of data on a particular phenomenon, it cannot automatically be assumed that overall corpus results reflect the linguistic behaviour of all informants – let alone of all speakers of the speech community in question. This problem is even more acute for second-language-learner corpora: it is well known that language learners differ greatly with respect to the rate at which and the degree to which they attain a second language (cf. e.g. R. Ellis 1995: 99–126, 1998: 73–78; Granger 1998: 5–6; Leech 1998: xviii). Therefore if a more advanced learner adds little or no data to a corpus while a less proficient one contributes a great number of tokens, the resulting skewed data set clearly can not be considered representative of all second language learners. Now one way to preclude such a confounding effect is of course the choice of a representative set of informants which one expects to be linguistically as homogeneous as possible. In addition to this, however, it is also necessary to test statistically whether the data set in question is in fact homogeneous. This requires statistically analysing corpus data, ensuring that the resulting statistical models have a good fit for the data and minimizing the undue influence of individual informants (in the case of preposition-stranding and pied-piping by e.g. subjecting corpus data to a Generalized Linear Model
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(GLM) analysis, checking the model fit and the error structure of the final GLM model and establishing the cross-validation accuracy of the model; see Maindonald and Braun 2003:  209f. and section 2.2 below for details). Finally, another way to ensure the intra- and inter-subject consistency of results based on corpus data is to corroborate them in an introspection experiment in which all subjects provide equal information on all tested conditions. In such experiments the homogeneity of the subjects’ judgements – and via statistical inference the homogeneity of the speech community – can thus explicitly be tested. The fact that both types of data can in fact be tested in a reliable way is also important for the third criterion of empirical research mentioned above:  objectivity. Since results of empirical studies should be independent of a particular researcher, it is obviously essential that repeated measurements of a data source by different researchers yield similar results. Objectivity in turn guarantees that results obey the meta-principle of empirical research:  the fact that conclusions drawn from data analysis must be refutable/falsifiable. As Sampson correctly emphasizes: ‘All that matters is that any feature of the theory which is doubted can be confirmed or refuted on empirical grounds’ (2001:  137). As mentioned above, this is indeed a problem if in the face of competing judgements, a linguist argues that in his/her idiolect a construction is (un-)grammatical. While this may or may not be the case, it is a virtually unfalsifiable claim. Again it must be stressed that nowadays an increasing number of linguists refrain from only relying on their own introspection. Instead introspection data is collected obeying the standards of psychological experiments: via the selection of a representative sample of subjects, careful design of experimental materials, randomization of the order of stimuli, the use of fillers/distractors and the employment of statistical analysis (cf. Bard, Robertson and Sorace 1996; Cowart 1997; Schütze 1996). Clearly, introspection data collected in such a way can be considered both objective and falsifiable. Since corpora easily allow hypotheses to be tested by different researchers, the objectivity and falsifiability of this data source is also uncontroversial. Thus, both corpus and introspection qualify as good data sources for empirical research. Both are valid, reliable and objective data which allow for the generation of falsifiable hypotheses. Their individual strengths derive from the fact that they are measuring slightly different phenomena: corpora yield good data for the statistical analysis of positive data with respect to frequency and context phenomena. Single tokens or the absence of a construction in a corpus are, of course, interesting and important findings. Any hypothesis based on such data, however, needs to be corroborated by experimental introspection data in order to ensure empirical validity. Introspection, on the other hand, allows the investigation of negative data and, given the right experimental method, an elicitation of subtle grammaticality judgements. In addition to this, it should be noted that due to the
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creative aspect of language – a classic argument for this type of data – introspection experiments can also profit from corpus studies when it comes to test design: if the set of possible sentences is infinite, how should a linguist be expected to come up with all relevant examples of a construction? Or as Jan Aarts puts it: ‘Only linguists who use corpus data themselves will know that a corpus always yields a much greater variety of constructions than one can either find in the literature or think up oneself’ (1991: 46). Thus, a corpus study can also yield data for further experimental studies which otherwise would not have been detected. (For while linguistic competence might be homogeneous in a speech community – a claim which requires much further empirical research – creativity clearly varies greatly from one individual to another.) As a result, I disagree with Sampson and Chomsky, and instead completely agree with McEnery and Wilson, who ask [w]hy move from one extreme of only natural data to another of only artificial data? Both have known weaknesses. Why not use a combination of both, and rely on the strengths of each to the exclusion of their weaknesses? A corpus and an introspection-based approach to linguistics are not mutually exclusive. In a very real sense they can be gainfully viewed as being complementary. (1996: 16) Elsewhere (Hoffmann 2006), I have called the use of multiple sources of different types of data ‘corroborating evidence’ (an approach independently advocated as ‘converging evidence’ by Gries, Hampe and Schönefeld 2005). The basic idea behind this term is that, just like in a criminal investigation, linguists have to amass enough corroborating evidence to convince a jury of their peers. Accordingly, for the present study I will draw on introspection and corpus data to come up with a case on preposition placement in British and Kenyan English that will hopefully convince my peers. In a criminal case, however, it is also important that the adduced evidence is gathered and interpreted in a forensically sound way. For the present study I take this to mean that, whenever possible, statistically analysed quantitative data are preferred over ‘hearsay’, i.e. qualitative data. The latter might no doubt provide interesting insights, but I argue that the former helps to present a much stronger case. In the following chapters I will elaborate on my various sources of evidence as well as the forensic tools used, i.e. the statistical analyses with which the data were interpreted. 2.2  Exhibit A: Corpus data When contrastively investigating two or more varieties it is crucial to ensure that the data which are to be analysed have been sampled in a comparable way. Only then is it possible to claim that differences between samples actually reflect differences between the varieties in question (e.g. Leech 2007: 141–2).



2.2 Exhibit A: Corpus data  15



For corpus-based contrastive studies on varieties of English it is therefore of vital importance to employ ‘matching’ or ‘comparable corpora’, i.e. ‘a set of two or more corpora whose design differs, as far as possible, in terms of only one parameter; the temporal or regional provenance of the textual universe from which the corpus is sampled’ (Leech 2007: 141–2). For the synchronous varieties of English around the world the Inter national Corpus of English (ICE) project is such an attempt to compile a set of comparable corpora. The project was initiated by Sidney Greenbaum in 1988, and in addition to British English, ICE corpora have, for example, been compiled for varieties such as East African (Kenyan and Tanzanian English), Hong Kong, Indian, Irish, Jamaican, New Zealand, Philippines or Singaporean English. Based on identical design principles, all these corpora employ a common annotation scheme ‘in order to ensure maximum comparability’ (Nelson, Wallis and Aarts 2002: 3). Furthermore, all corpora will not only be tagged for part-of-speech but will also be parsed for syntactic structure. At present, however, only the British English component, the ICE-GB corpus, is available fully tagged and parsed. Since all other ICE corpora, including the East African one (ICE-EA), are to be modelled on the British English component, I will now first give an overview of the ICE-GB before detailing the specific properties of the ICE-EA corpus. 2.2.1  The International Corpus of English (ICE) corpora 2.2.1.1  ICE-GB ICE-GB was ‘compiled and grammatically analysed at the Survey of English Usage, University College of London, between 1990 and 1998’ (Nelson, Wallis and Aarts 2002: 3), with all texts dating from 1990 to 1993 inclusive. It is a one-million-word corpus, consisting of spoken (about 637,000 words) as well as written (about 423,000 words) material. Every text in the corpus has been assigned a unique text code which identifies its text category (e.g. S1A001 to S1A-090 are face-to-face conversations; see Nelson, Wallis and Aarts 2002: 309–31). Concerning their stylistic level, both spoken and written texts in ICE-GB range from less formal (private face-to-face conversations and social letters) to rather formal (public legal cross-examinations and printed academic writings). Furthermore, some categories, such as dialogues and student examination scripts, are obviously produced more spontaneously than printed texts, which allow more planning time and have undergone an extensive editorial process (Nelson, Wallis and Aarts. 2002: 5ff.). All the speakers and writers in the corpus are adults (age 18 or over), and, with few exceptions, were born in England, Scotland or Wales. All informants have completed secondary-level schooling, with many having ‘received tertiary education as well’ (Nelson, Wallis and Aarts 2002:  5). ICE-GB is
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thus intended to be a representative sample of educated British English in the 1990s (Nelson, Wallis and Aarts 2002: 4f.). As a result, although the corpus contains texts from all levels of formality (from private conversations to academic writings), all data from the ICE-GB corpus undeniably constitute samples of the most educated end of the British English sociolect. If, as is sometimes claimed, the pied-piping preference is indeed to a great extent dependent on education (McDaniel, McKee and Bernstein 1998: 309), then, regardless of the level of formality, the current study can be said to investigate the sociolect with the greatest pied-piping tendency. ICE-GB is fully tagged for part-of-speech and parsed for syntactic structure.2 Thus each word in the corpus has been assigned a word-class label (‘tag’) and in many cases also additional features, providing inform ation such as (e.g.) a verb’s transitivity. Furthermore, its syntactic function has also been identified. (For an overview of the various tags, features and syntactic functions encoded in ICE-GB see Nelson, Wallis and Aarts. 2002: 22–68.) (2.1) I very much enjoyed the work that I was involved in



The word in in (2.1),3 for example, carries the tag ‘PREP’, which means that it has been classified as a preposition (Nelson, Wallis and Aarts 2002: 34–5). Furthermore, if a preposition is not followed by a complement it is assigned the syntactic function ‘PS (stranded preposition)’ (cf. in in (2.1); see also Nelson, Wallis and Aarts 2002: 53). With the help of the ICE-GB’s retrieval software (a program called ICECUP) it was thus possible to extract all relevant stranded tokens for the present study via the stranded preposition ‘PS’tag. Note however that prepositions which are part of incomplete utterances (2.2) or unintelligible fragments (2.3) also do not exhibit an overt complement, and accordingly these are also parsed as ‘stranded prepositions’ in the corpus. The output of the ICECUP query thus still had to be inspected manually and tokens such as (2.2) and (2.3) were excluded from further analysis. (2.2) It ’s **[like]** (2.3) three-or-four-words 4 soft **[in]** 2



For detailed information about the tagging and parsing procedure, see Nelson, Wallis and Aarts (2002: 13–17). 3 For expository purposes the tags of the other words in (2.1) have been omitted. 4 All information from the ICE-GB corpus contained within angle brackets < > represents part of the corpus’s structural markup, i.e. additional information added by the compilers. In (2.3), for example, the string ‘ three-or-four-words ’ means that there were three or four words in the text which could not be identified by the compilers. A complete list of all structural markup symbols employed in ICE-GB can be found in Nelson, Wallis and Aarts (2002: 333).
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The second advantage of ICECUP which facilitated the extraction of the relevant data from ICE-GB was that ICECUP has a so-called ‘Fuzzy Tree Fragment’ (FTF) option which allows the user to search the corpus for abstract syntactic structures (cf. Nelson, Wallis and Aarts 2002: 116ff.). Instead of having to limit the search for pied-piped constructions to, for example, specific preposition+wh-word constructions (e.g. ‘in which’, ‘to which’, ‘of which’, etc.), it was therefore possible to design FTFs which for a given wh-item found all instances in the corpus where it was governed by a preposition (i.e. ‘P + which’, ‘P + who’, etc.). In light of the above features of ICE-GB, it should have become apparent that the corpus constituted the perfect data source for the present study: it includes texts from all levels of formality and is the model based on which several comparable corpora have been or are currently being compiled. In addition to this, the accompanying software ICECUP allowed the retrieval of all relevant stranded and pied-piped data from the corpus. Unfortunately, as I will show next, the source of the Kenyan corpus data, the East African component of the ICE project (ICE-EA), does not possess several of these advantages. 2.2.1.2  ICE-EA The Kenyan corpus data were retrieved from the ICE-EA corpus, which consists of spoken and written texts from Kenya and Tanzania, all dating from between 1990 and 1996 (cf. Hudson-Ettle and Schmied 1999:  5). In line with the general ICE sampling scheme, all informants are ‘adults (over 18) who have received formal education up to at least secondary level schooling through the medium of English or have a public status that makes their inclusion appropriate’ (Hudson-Ettle and Schmied 1999: 5). Thus concerning the criteria of the sampled time period as well as the included informants the ICE-EA corpus can be said to match ICE-GB. In total, the Kenyan subcorpus of the ICE-EA corpus comprises 791,695 words (289,625 words in the spoken component + 100,207 words in the written-as-spoken section and 401,863 words from written texts; see Hudson-Ettle and Schmied 1999:  53–63). The ICE-EA sampling scheme differs somewhat from that of ICE-GB. The reason for this is that the specific situation in East Africa required several changes in order to guarantee the representativeness of the data (as being typical of Kenyan and Tanzanian English; see Schmied 1996). In particular, it turned out to be impossible to sample the text types described below, all of which feature in the ICE-GB corpus (cf. Hudson-Ettle and Schmied 1999: 4). While the spoken part of ICE-GB contains ‘phonecalls’, ‘business transactions’ and ‘unscripted monologues’, none of these could be sampled for either Kenyan or Tanzanian English. While it was also impossible to record unscripted ‘legal presentations’, the researchers at least were able to obtain handwritten versions of such texts, which they included in the
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written component. Finally, no recordings from parliament or the courts could be made in Kenya or Tanzania (i.e. there are no ‘parliamentary debates’ or ‘legal cross-examinations’ texts in the ICE-EA corpus), but transcripts of spoken dialogue from both institutions in Kenya were made available to the researchers. Since these transcripts had been composed by third parties and not by the ICE-EA team, it was decided to create a new category in addition to ‘spoken’ and ‘written’, the ‘written-as-spoken’ component (Hudson-Ettle and Schmied 1999:  6–8). Finally, unlike the written section of ICE-GB, ‘skills/hobbies’ texts do not appear to be of particular cultural importance in East Africa, so that no texts were sampled for this category. As the above discussion shows, while the ICE-EA is modelled as closely as possible on the ICE-GB corpus to ensure comparability, the situation in Kenya and Tanzania required several changes to the sampling scheme to ensure the representativeness of the data (see Schmied 1996). Nevertheless, due to their balanced and comparable composition the ICE-GB and the ICE-EA corpora can be considered the most reliable data sources available for any contrastive study on British and Kenyan English. The greatest disadvantage of the ICE-EA corpus for the present study was that so far it has not been tagged or parsed. Yet, in order to allow the corpus results to be generalized to the underlying population it was considered essential to retrieve all instances of stranded and pied-piped prepositions. The only way to guarantee full retrieval meant printing out and manually reading through the entire Kenyan subcorpus. 2.2.2  Forensic tools I: Goldvarb, R, Coll.analysis 3 and HCFA After having described the corpus evidence which has been investigated for the present study, I will now present the forensic tools, i.e. the programs used for its statistical analysis. The choice of the correct statistical test for a set of data greatly depends on what type of response/dependent variable one is investigating and what kind of explanatory/independent variables one suspects of affecting the response/dependent variable (see Crawley 2005: 1–2). In the main corpus studies I carried out (see chapter 4), the response / dependent variable ‘preposition placement’ was binary, i.e. it only had two variants, ‘stranded’ or ‘pied-piped’. Furthermore, all explanatory variables were categorical, i.e. had two or more levels but no continuous intermediate levels (for the apparent exception of the factor complexity, see section 3.5). For such cases the correct statistical test is a subtype of the Generalized Linear Model called binary logistic regression analysis (cf. Baayen 2008:  195– 208; Crawley 2005: 2, 117–18, 269–80; Gries 2008: 284–94; Paolillo 2002). The statistical research tool deemed appropriate for the present study was
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the Goldvarb 2001 computer program for Windows5 (Robinson, Lawrence and Tagliamonte 2001), which provides descriptive statistical information as well as a multivariate binary logistic regression analysis of the data. Now while Goldvarb might seem like the straightforward choice to readers with a sociolinguistic background, many people familiar with other statistical packages often argue against using the program for a number of reasons (cf. e.g. Szmrecsanyi 2006:  88–9). Before addressing the main points of criticism, let me stress that I see statistical analysis as a tool and not an end in itself. Furthermore, to be honest, my main motivation for using Goldvarb was that preliminary analyses on parts of the British English data had already been carried out with this program (Hoffmann 2005, 2006). It is true that Goldvarb is a single-purpose software that only carries out binary logistic regression, while software suites such as the commercial program SPSS or the free, open-source program R (R Development Core Team 2008) offer a much greater choice of statistical tests and come with much better graphical facilities. In fact, this wider range of options, together with the recent publication of a number of great introductory textbooks on statistics with R for linguists (such as Baayen 2008; Gries 2008; K. Johnson 2008), probably means that in the future I will abandon Goldvarb altogether and opt for R instead. Nevertheless, from a statistical point of view all that matters for the present book is that the corpus data required a binary logistic regression analysis, which is exactly the analysis that Goldvarb provides. (Though, as the following discussion will show, all Varbul models were also checked in R and the information from these analyses is included in the Appendix for readers who are more familiar with logistic regression in R.) One point of criticism that is occasionally levelled at Goldvarb is the fact that it reports its parameters on a different scale from most other statistical software.6 Logistic regression parameters can be reported on either the logit or the probability scale (Paolillo 2002: 162). While other statistical programs, such as SPSS or R, report parameters on the logit scale (ranging from – ∞ to ∞ with a neutral value of 0), Goldvarb gives factor weights on the probability scale. As a result, the neutral value for Goldvarb factors is 0.5, with factors ranging from 0 to 0.5 to 1 having a favouring influence on the investigated variant of the dependent variable. Yet, since the logistic function is the inverse of the logit function, Goldvarb parameters share the same properties as the SPSS/R logit parameters (Paolillo 2002: 160–2): values that are equidistant from the neutral value in either direction have the same magnitude of effect (thus Goldvarb factors of 5



Source: www.york.ac.uk/depts/lang/webstuff/goldvarb. E.g. an anonymous reviewer objected to the use of Goldvarb, stating, amongst other issues, that the program’s ‘outputs are less natural to interpret than log odds’.
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0.2 and 0.8 have the same magnitude of effect, but in the opposite direction). Furthermore, ‘small differences in parameter values have a smaller effect around the neutral value’ (Paolillo 2002: 162; i.e. around 0.5 in Goldvarb and around 0 in SPSS/R). On top of that, Goldvarb’s probability weights can easily be transformed into logit coefficients (or to be more precise sum contrast log odds) via the formula ln((p/1-p)). Thus Goldvarb weights of 0.4 and 0.6 correspond to logit log odds of -0.405 and + 0.405, respectively (D. Johnson 2009a: 361). I understand that, depending on individual preferences, people might find one or the other way of reporting regression coefficients/factor weights easier to interpret.7 In order to facilitate the interpretation of the logistic regression analyses, it was therefore decided to re-run the Goldvarb analysis in R using Rbrul (www.ling.upenn.edu/~johnson4/Rbrul.R; D. Johnson 2009a, b). Amongst other options, Rbrul emulates Goldvarb analyses in R and outputs the coefficients on the probability as well as the logit scale. Consequently, all logistic regression models presented in this book will give the effects of independent factors as Varbrul probability weights as well as logit log odds. This should enable all readers to interpret the effects of independent factors, regardless of whether they have a Varbrul or SPSS/R background. Next, independent variables with a categorical effect (e.g. contexts which obligatorily induce stranding or pied-piping) are always problematic for binary logistic regression analyses. Goldvarb, for example, cannot compute such categorical effects or ‘knockout constraints’ at all (Young and Bayley 1996: 272–4; Sigley 1997: 240). Consequently, tokens exhibiting such factors either have to be eliminated from the data, or grouped together (‘recoded’) with other non-categorical factors from the same factor group, provided there are sufficient linguistic reasons supporting such a regrouping8 (Paolillo 2002; Sigley 1997: 240; Young and Bayley 1996: 272–4). Again this might be construed as a specific disadvantage of Goldvarb since SPSS, R and other software packages can calculate coefficients for such categorical effects (cf. Baayen 2008: 196). However, the parameters for knockout effects reported by these programs can be unreliable and are often accompanied by various warning messages (this phenomenon is usually discussed as (quasi-) complete separation in the statistical literature; see e.g. Allison 2008; Field 2009:  274–5; Hosmer and Lemeshow 2000: 138–40). Thus the issue of how to deal with knockout constraints is one that has to be addressed by all researchers using logistic regression, regardless of the software they are working with. 7



Note, however, that it’s not only people working with Varbrul that find probabilities easier to interpret than logits (see e.g. Gelman and Hill 2007: 80). A third possibility would have been to add a ‘fictitious token’ (cf. Paolillo 2002) coded only for the categorical environment, and for the dependent variant. However, such a fictitious token might distort model results if the categorical environment is not very frequent (cf. Hoffmann 2005).
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Even more importantly, from a linguistic point of view, I agree with Daniel Johnson (2009b) that truly ‘invariant contexts … should be excluded from an analysis of variation’. As I will show, preposition placement is constrained by several such categorical effects (e.g. obligatory stranding with that-relativizers: cf. the data that he talked about vs *the data about that he talked). In cases where it was suspected that knockout effects were due to genuine categorical constraints, the affected tokens were therefore dropped from the logistic regression analysis. In order to be able still to further investigate these constraints and their interaction with other variables, alleged categorical effects were then tested experimentally and the corpus data in question were subjected to various other statistical tests (see below). Szmrecsanyi (2006: 88) voices two further points of criticism of Goldvarb, namely that the program ‘cannot easily handle interactions’ and ‘does not report the extent of variance explained’. While I consider the former unproblematic (since all that matters is that interactions can be modelled at all; see e.g. Sigley 2003), the latter is definitely more serious: even if the best logistic regression model has been identified, it still has to be investigated how well this model actually fits the data. Model selection in Goldvarb proceeds via ‘step-up/step-down regression analysis’, which tests the contribution of the individual factor groups for significance via a G2-test (the standard test for maximum likelihood models which can also be used to assess whether a recoded model with fewer parameters is as good as the original, more complex model; see Crawley 2005:  103–24; Paolillo 2002:  140–2; Sigley 2003). Once the perfect, ‘minimal adequate model’ (Crawley 2005: 104) for a data set has been found, Goldvarb offers two parameters that indicate whether it is a good fit for the data: (1) the ‘Fit: X-square’ test (a G2-test that checks whether the maximum possible, i.e. the log-likelihood of the data, and the model log-likelihood can be said to approximate each other) as well as (2) a chi-square value for the differences of the actual and expected realizations for each cell created by all factor combinations (‘Error’) and the overall chi-square for all cells. Szmrecsanyi, however, is right that none of these parameters specifies the amount of variation accounted for by the model. Fortunately, however, Rbrul calculates an R2 value for logistic regression models (namely Nagelkerke-R2) which allows one to quantify the amount of variation explained by the best Goldvarb model (with Nagelkerke-R2 ranging from 0 to 1, which correspond to 0 per cent and 100 per cent of variation explained by a model, respectively). For all logistic regression models presented in this book I will thus report raw frequencies, probability and log odds logit coefficients as well as model fit parameters (Nagelkerke-R2 and the ‘Fit: X-square’ test). On top of this, it will also be checked whether the number of included factors is justified considering the sample size. Following Sigley (2003: 251), the threshold value for the maximum number of S parameters per n number of tokens used in this study is that of Freeman (1987): n > 10 (S+1). While this value is likely to be
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too optimistic for linguistic studies (since it assumes complete independence of tokens), it at least provided a maximum threshold value against which the results of the corpus studies could be compared. As long as the number of employed parameters was considerably lower than the resulting Freeman threshold, a model was deemed fully acceptable. Finally, as pointed out in section 2.1, apart from the fit of a model it is also important to preclude the undue effect of individual tokens and to guarantee the homogeneity of the data on which a model is based. Unfortunately, this is something that indeed cannot be tested in Goldvarb. For this reason, the best model identified by Goldvarb was always fed into the R 2.7.1 for Windows software (R Development Core Team 2008).9 This made it possible to compute the so-called cross-validation parameter (cf. Maindonald and Braun 2003: 121–3, 209–10). This test assesses the predictive accuracy of a model by randomly splitting up the data into a number of subsets (socalled ‘folds’; I always use Maindonald and Braun’s 2003 cv.binary() function for this test, which by default creates ten folds). Each fold then becomes a test set against which the model’s accuracy is assessed. Only if this procedure yields a high value for the cross-validation parameter can it be guaranteed that a model fits well to all of the created folds. Consequently this procedure helps to ensure that individual tokens as well as undue influence of data from single speakers can be factored out. As a final note on the logistic regression chapter, let me say that I am aware that some readers might find it excessive that I thus report the findings from both Goldvarb and R analyses. Nevertheless, as pointed out above, this approach should make the results accessible to researchers from both traditions (and, since the statistical output of both R and Goldvarb are provided in the Appendix, allow them to check the validity of the proposed models). Next, while the above statistical tools were used to test the overall distribution of preposition placement, it was also deemed important to check whether specific syntagmatic lexicalizations were significantly associated with particular syntactic constructions. Take for example the relative clause structure in (2.4): (2.4) I like the way in which he did it.



As will be seen in section 4.4.2, way in is actually the most frequent antecedent–preposition syntagm in manner adjunct relative clauses in the ICE-GB. This raises the question, however, of whether the two words are also significantly associated  – or in other words whether there is statistical support for the claim that way in-manner relative clauses are a lexically stored syntagm for British English speakers. In order to answer questions such as these I will draw on Stefanowitsch and Gries’s covarying-collexeme analysis 9



For more information go to: cran.r-project.org.
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way in slot1   (word way in slot 1) ¬way in slot1   (all other words in slot 1)



in in slot2 (word in in slot 2)



¬ in in slot2 (all other words in slot 2)



Frequency (way + in)



Frequency (way + ¬in)



Frequency (¬way + in)



Frequency (¬way + ¬in)



(2005:  9–11). Table 2.1 shows that the underlying data structure of such a covarying-collexeme analysis is always a two-by-two table. The association which is to be tested is the grey shaded cell in Table 2.1, i.e. the syntagm way in. Now in order to statistically assess the association of way and in in manner relative clauses this syntagm must be compared to all other logically possible lexicalizations of manner relative clauses: i.e. the frequency of the antecedent way occurring with another preposition than in (way + ¬in), the frequency of in co-occurring with another antecedent noun (¬way + in), as well as the frequency of all other antecedent noun and preposition combinations (¬way + ¬in). Normally, the standard test applied by linguists to two-by-two tables such as Table 2.1 is the chi-square test. However, chi-square tests always require the expected frequencies of all cells to be greater than 5 (Woods, Fletcher and Hughes 1986: 144f.), a requirement that is often violated by collocational data such as Table 2.1. In the covarying-collexeme analysis the association of two slots of a construction is therefore instead tested via the Fisher-Yates Exact test. Unlike chi-square tests, the Fisher-Yates Exact test does not require large frequencies and places no particular restrictions on its input data (see Baayen 2008: 113). The only disadvantage of the Fisher-Yates Exact is that it is computationally expensive and thus extremely time-consuming when calculated manually. Yet this could be avoided by using the Coll. analysis 3 script (Gries 2004a), which allows for the automatic calculation of the Fisher-Yates Exact test via R. For the interpretation of the output of a covarying-collexeme analysis it is important to note that the Coll.analysis 3 script does not report simple p- values for the association of two words, but log-transformed p-values. Thus ‘values with absolute values exceeding 1.30103 are significant at the level of 5% (since 10–1.30103 = 0.05), and values exceeding 2 and 3 are significant at the levels of 1% and 0.1% respectively’10 (Stefanowitsch and Gries 2005: 7). One reason for the log-transformation of the p-values is that ‘the most interesting values are only located in the small range of 0.05 and 0 (and Since log(0.01) = -2 and log(0.001) = -3.
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many linguists are unfamiliar with the scientific format employed for representing such small numbers)’ (Stefanowitsch and Gries 2005: 7). Another is that unlike p-values, the base-ten logarithm of the p-value (called ‘plog10’) can be more easily interpreted as a measure of association strength, especially since in the covarying-collexeme analysis the sign of the resulting plog10 value is changed ‘to a plus when the observed frequency is higher than the expected one’ (Stefanowitsch and Gries 2005: 7). Thus a plog10 value of -2 indicates that a pair of words appears significantly less often in a construction than expected, while a plog10 value of 2 implies that the two words in question are significantly associated (both results being significant at a p-value of 0.01). Finally, as was pointed out above, Goldvarb cannot compute categorical factors. Yet, it would, of course, be interesting to see whether specific categorical contexts (say, prepositional passives, which only allow stranding; cf. He was talked about vs *About he was talked) exhibit different preferences in British and Kenyan English with respect to the PP types they license (e.g. whether affected-location PPs such as this bed has been slept in are significantly more frequent in British than in Kenyan English). In cases such as these when the correlation of three or more nominal variables was investigated, the data in question were subjected to a ‘configural frequency analysis’ (CFA; Bortz, Lienert and Boehnke 1990: 155–7; Gries 2008: 242–54). In a CFA each combination of factors is labelled a ‘configuration’. Consequently, a factor arrangement like British English × affected location PP × Passives would qualify as a configuration. Table 2.2 gives a (fictitious) example of the output of a CFA. It shows that for each configuration of factors Factor _1 × […] × Factor _n (BritishE × […] × Passives and KenyanE × […] × Passives in the table) the observed frequency (‘Frequ’) as well as its expected frequency (‘Exp’) is given. Based on these a specific chi-square (‘Cont.chisq’) value is calculated. So far, a CFA thus resembles a normal chi-square test. Yet, while in a simple chi-square test only a single test is performed on the data, in a CFA the significance of each configuration is calculated (‘P.adj.bin’). Since multiple tests are thus carried out over the same data set, the significance values for each configuration have to be adjusted accordingly (e.g. as indicated by ‘bin’ in Table 2.2, via the Bonferroni correction pα′ = pα/n; cf. Bortz 2005:  129; Gries 2008: 244; Sigley 2003). If a configuration then turns out to be significantly more frequent than expected (‘Obs-exp’ = ‘>’) it is called a ‘type’, and if it is less frequent than expected (‘Obs-exp’ = ‘ 
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